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Preface

Advances in computer technology and information systems have created
new opportunities as well as challenges to the management of information re-
sources. In the past two decades or so, information management has become a
key issue of interest to both researchers and practitioners since the advent of
computers. The issue has become more of a concern and a challenge to both
communities with the tremendous advances in computer technology and informa-
tion systems in recent times. The heightened concern and challenge is, in part, due
to the tremendous amount of information generated with the advancement of com-
puter technology and information systems.

Information support systems are designed in a way to help solve some of the
concerns and challenges of managing information resources. These systems pro-
vide the tools and means of managing information resources on persons, groups,
and organizations. Without doubt, support systems are key topics for current and
future research efforts aimed at maximizing the management of information re-
sources.

Multimedia technology has drastically changed the way we view, interact
with, and use computers. Multimedia technology succeeded in transforming com-
puters to the real “second person.” Like never before, multimedia technology has
made it possible for us to see, hear, read, feel, and talk to computers. Multimedia
technology has transformed and further deepened our understanding and use of
computers in a more meaningful way. Without doubt, multimedia technology is a
key topic for current and future application of information technology.

John Waterworth, in an attempt to draw our attention to the significance of
multimedia technology, states:
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The widespread application of technology that combines photographic images,
graphics, text, motion video and audio material in a well-integrated way is
bound to have a major impact on the development of information systems that
are more than word processors, computational number crunchers, or a
combination of the two. This impact will be seen in business, in science, in
education, in the home, and in public places. It will reach people at almost all
levels of society, and will have significant, but as yet unknown, societal impacts.
This makes multimedia a uniquely exciting field to be working at the moment
(1991, p. 20).

Sheu and Ismail (1998) have further stated how multimedia technology has
pervaded our lives and “has forever changed the way we live, work, entertain,
and learn. With wide access to the Internet, kids can spend more time online
experimenting with and learning from computers through the Information Super-
highway than on the TV. Once the power of image, video, and graphic through
high-speed fiber-optics transmission or wireless communication is enjoyed, the
old-fashioned approach of using plain text as a main source of information will be
a thing of the past” (p. xxi).

Multimedia technology has also offered the means and ways of managing
information resources.

This book uniquely combines both issues of support systems and multimedia
technology in information management today. The book has been arranged and
organized having in mind both practitioners and researchers and is, therefore,
suitable for both communities. The book is also suitable for graduates and under-
graduates in support systems and multimedia technology.

ORGANIZATION OF THIS BOOK

This book is organized into 15 chapters. The first chapter, by Li Yao and
Weiming Zhang, presents a Basic Organization Structure (BOS) model for build-
ing a large and complex distributed cooperative information system in large mutual
networks. The chapter argues that a large and complex cooperative information
system and its subsystems in a LAN can be modeled by multi-agent organization
and basic organization respectively; and that with the BOS model, such a coop-
erative information system can be developed easily and is more manageable, ef-
fectively supporting the complicated cooperative methods under certain condi-
tions.

Chapter II presents a novel method for software personalization by which a
set of mechanisms tailored to a particular end user and his or her task can be
achieved. This chapter, by Tamara Babaian, used the proposed method in a
collaborative system called Writer’s Aid. The method relies on a declarative speci-



fication of preconditions and effects of the system’s actions and applies artificial
intelligence, automated reasoning, and planning framework and techniques to dy-
namically recognize the lack or availability of the personal information at the pre-
cise time when it affects a system action and initiates an interaction with a user
aimed at eliciting this information in case it has not yet been specified.

Chapter 111, by Fiona Y. Chan and William K. Cheung, further deals with the
concept of personalization, which edges improvement of stickiness of on-line stores.
The chapter describes in detail how to implement a knowledge-based recommender
system for supporting an adaptive store. The chapter proposed a conceptual
framework, which is characterized by a user profiling and product characteriza-
tion module, a matching engine, an intelligent gift finder, and a backend subsystem
for content management.

Chapter IV presents a Compliance Flow Workflow for managing processes.
This chapter, by Larry Y.C. Cheung, Paul W.H. Chung, and Ray J. Dawson, used
model-based reasoning to identify the compliance errors of a process by matching
it against the model of standards used. Some examples, drawn on a draft version
of IEC61508, are used to illustrate the mechanism of modeling compliance checks.

Chapter V analyzes the role of users in enacting Intelligent Transport Sys-
tems functions and services. In this chapter, Thomas A. Horan reviews prelimi-
nary evidence from recent demonstrations and market research studies with a
focus on the role of travelers in producing and using information about traffic
conditions and traveler options. The potential for systems development is then
considered with specific regard to alternative modes of travel, flexible travel, and
emergency and commercial services.

Chapter VI addresses the issue of multimedia in computer supported col-
laborative work (CSCW). In this chapter, Dirk Trossen and Erik Molenaar present
the realization of an application sharing service based on the paradigm of application’s
evolving state, which is mostly suited for closed development or teaching sce-
narios.

In Chapter VII, Steven Walczak, Irena Yegorova, and Bruce H. Andrews
present the effect of training set distributions for supervised learning artificial neu-
ral networks on classification accuracy. The chapter examines the effect of changing
the population distribution within training sets for estimated distributed density
functions, in particular for a credit risk assessment problem.

Chapter VIII presents research into users’ behavior in using a support sys-
tem in an organizational setting. This chapter, written by George Ditsa, used a
model from organizational behavior to investigate factors that explain users’ be-
havior towards using executive information systems (EIS) and identifies the rela-
tive importance of those factors that determine the use of EIS. The chapter dis-
cusses the results of the study and its implications for research and practice.



Chapter IX is on culture and anonymity in group support systems (GSS)
meetings. In this chapter, Moez Limayem, Mohamed Khalifa, and John Coombes
used social psychology and Hofstede’s model of cultural differentiation to explain
the different effects of anonymity on the behavior of Hong Kong and Canadian
groups during GSS sessions. This chapter hopes that understanding the eftects of
anonymity in different cultural contexts will better inform the design and facilitation
of GSS in the increasingly diverse global settings.

Chapter X presents a detailed model for designing a Web-based Multi-
Criteria Group Support Systems (MCGSS). The model is based on AHP and
uses the intensity of preferences of group members rather than simple voting pro-
cedures. This chapter, by Sajjad Zahir and Brian Dobing, points out the advan-
tages offered by this approach.

Chapter XI presents the basic concepts of the Activity Theory and its poten-
tial as a theoretical foundation for information systems research. This chapter,
written by George Ditsa, argues that the set of philosophical concepts presented
by the Activity Theory makes it possible to marry the human and the technological
aspects of information systems into a more holistic research approach in informa-
tion systems.

Chapter XII, by Roberto Paiano, Leonardo Mangia, and Vito Perrone, de-
fines a publishing model for Web applications starting from the analysis of the most
well-known modeling methodology, such as hypermedia design models (HDM),
OOHDM, WebML, Conallen’s method and others. The analysis focuses on
verifying the state of the art about the modeling of Web application pages; in
particular, the different types of elements that compose the Web page in the mod-
els considered.

Chapter XIII presents LEZI, an experimental software tool oriented to the
production of indexed videos enriched with hypertextual and multimedia elements
for distance learning applications. Written by Mario A. Bochicchio and Nicola
Fiore, this chapter shows how a traditional lesson or a conference can be effec-
tively transformed into a powerful multimedia product based on a very simple and
regular structure.

Chapter XIV, by Antonio Diaz-Andrade and Martin Santana, introduces
electronic journalism as a new trend in the news services that have recently been
boosted by Internet diffusion. Using the Peruvian information media, this chapter
presents electronic media pioneers in the world and the challenges they faced to
deliver news to their traditional and Internet-based customers.

Finally, Chapter XV, authored by Dongming Cui and Jairo A. Gutiérrez,
looks at an integrated network management framework using CORBA, mobile
agents, and Web-based technologies. This chapter proposes a new Web-based
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network framework management, which combines the strengths of the above named
technologies.

REFERENCES
Sheu, B.J. & Ismail, M. (Eds.)(1998). Multimedia Technology for Applica-
tion. IEEE Press.
Waterworth, J. (Ed.)(1991). Multimedia: Technology and Application. Ellis
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Chapterl

An Intelligent Agent-Based
Cooperative Information
Processing Model

LiYao
National University of Defense Technology, China

Weiming Zhang
National University of Defense Technology, China

ABSTRACT

This chapter presents a Basic Organization Structure (BOS) model for
building the large and complex distributed cooperative information system in

large mutual networks. It argues that a large and complex cooperative
information system and its subsystems in a LAN can be modeled by multi-

agent organization and basic organization respectively. With the BOS model,

such a cooperative information system can be developed easily and it is more
manageable, effectively supporting the complicated cooperative methods
under uncertain conditions. BOS is mainly used to support the cooperative
problem solving among the coarse-grained, loosely coupled, and groups of
semiautonomous agents. The essential characteristics, knowledge

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



2 Yao & Zhang

representations, and computational models of the BOS model are illuminated
in this chapter. As an application example, we use the BOS model to realize
the distributed Assumption-based Cooperative Problem Solving (ACPS) in
the Distributed Traveling Information Management System prototype.

INTRODUCTION

With therapid development of new and high information technologies, such as
distributed artificial intelligence, data ware, datamining, and computer supported
cooperating work, the cooperative information systems appear more and more in
various aspects in man’s work and management. Establishing a cooperative
information system on the Internet or Intranet can unify the different organizations,
personnel, cultures, and machines on a virtual platform; therefore, it plays an
importantrole formodern business enterprises to manage their information and
knowledge.

However, constructing the cooperative information system on large network
isavery sophisticated and difficult work. First, asystem of such kind, involving
hundreds, perhaps thousands of parts interacting with each other, is so complex that
the work to implement and manage it is very hard. Second, the cooperative
information systemmay include various kinds of information sources thatoften vary
constantly over time inadynamically changing environment. Such a systemmust
dynamically and effectively process a great deal of complicated, incomplete, and
inaccurate rude data from different information sources in order to generate
information ofreliability with good quality forthe users. Thus, there is a pressing
need for new models and techniques to support the developing and managing
processes of such complex information systems.

Agentand agent-based computing provide the natural and valid means for
building complex cooperative information systems (Mike, 1991) and are becoming
apowerful paradigm for designing and developing complex software systems
(Jennings, 2000; Zambonelli,2001). However, although agent and agent-based
computing have been an activeresearch area for many years, itis only now that
agenttechnologies are beginning to be applied to the development of large-scale
and complex commercial, industrial, military, educational, and medical treatment
information systems. So knowing how to build actual agent-based applications or
multi-agentsystemsisstillinitsinfancy.

Tosolve the information-processing problems by multi-agent systems coop-
eratively and efficiently, we present the Basic Organization Structure (BOS) model,
which can support the complicated cooperative methods underuncertain condi-
tions. We have used the BOS model as an organization framework to realize the

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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Assumption-Based Cooperative Problem Solving (ACPS)model (Yao, 1997a),
whichisacomplicated cooperative method. By accumulating the evidences and
eliminating the contradictions in the cooperation dynamically, ACPS isused to
support the continuous cooperative problem solving among multiple agents under
uncertain conditions. The research target is to develop a basic organizational
structure for the distributed cooperative information system soas to build such large
and complex information system rapidly and effectively. Andthekeyissuein
researchishowto organize the local agents and problemsolving within the network,
sothatinthe fixed period and under the condition of limited bandwidth, the agent
caneffectively cooperate and process the incomplete, inaccurate, and complicated
datainformation to get the user-satisfied solution.

Inthis chapter we show, withtheaid ofanapplication example, thatalarge and
complex cooperative information system and its subsystems ina LAN can be
modeled by organization and basic organizationrespectively. With the BOS model,
such a cooperative information system can be developed easily and it is more
manageable, effectively supporting the complicated cooperative methods under
uncertain conditions. Specifically, the chapter is organized as follows. First, we
introduce and discuss related work in this area briefly. Then, we introduce the basic
concepts, knowledge representations, and the computingmodel of BOS. Afterthis,
we introduce the ACPS model and use an application example to show how to
realize the ACPS method by BOS. Finally, we conclude by outlining somerelated
issues and the future research directions.

BACKGROUND

The purpose of establishing organizations is to make the members in an
organization cooperate effectively to realize goals. Nowadays, many DAl re-
searchers believe that when designing amulti-agent system, an organization layer
shouldbe considered carefully and added to the system structure. This organization
layer should include at least the organization knowledge, the problem solving
strategies, and the corresponding mechanisms to control and monitor the coopera-
tive procedures, etc. (Kirn, 1996).

As early as 1981, Fox had studied the relationship between organization
theory and distributed systems, and argued that by viewing distributed systems as
analogues to human organizations, concepts and theories germane to the manage-
mentscience field of organization canbe applied (1981).In 1981, Wesson and
othermen studied the cooperative problem solving in the “Committee Organiza-
tion” with the military situation assessmenttasks (1981). In 1987, Huber proposed
anew idea to research “Intelligent Organization” at the Hawaii International

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



4 Yao & Zhang

Conference on System Science (HICSS) (Kirn, 1996). In 1995, Decker et al.
established the MACRON systemused in the Internet Cooperative Information
Gathering (CIG) by using theidea of matrix organizationinmodernsociety (Decker,
1995). Andin 1996, Stefan Kirn (1996) analyzed in an article the relations between
the distributed artificial intelligence technology and the organizational intelligence
(Matsuda, 1992). He pointed out that the organizational layer and the correspond-
ing functional concepts played an importantrole in the inner structure designing of
the MAS and the system implementations.

In recent years, more and more research works are about agent-oriented
software engineering (Ciancarini, 2001; Jennings, 2000). Much of them are
associated with concepts and theories from the management science field of
organization (Zambonelli, Jennings & Wooldridge,2001; Wooldridge, Jennings &
Kinny, 2000). Forexample, Gaia(Wooldridge etal.,2000) suggests defining the
structure ofa MAS in terms of arole model. This model identifies the roles that
agents have to play within the MAS and the interaction protocols in which the
differentroles are involved. Although the methods like Gaiaare very useful for the
analysis and design of MAS, they can notsolve how to deploy MAS onaLAN or
manage knowledge within MAS and the interrelationships between the various
problem-solving components or subsystems in order to cooperate effectively.

Inthe early 1990s, we put forward a micro organizational structure (MOS)
framework with the agents constrained by the organizations (Yao, 1995), and
ACPS wasalso studied experimentally. Based on the MOS framework, the BOS
model introduced inthis chapteris designed according to the cooperative problem
solving within the current LAN architecture and hierarchy organization. Soitisa
cooperativeknowledge representation framework, which is mainly used to support
the cooperative problem solving among coarse-grained, loosely coupled, and
groups of semiautonomous intelligentagents. Our currentresearch work isto apply
the BOS model and the ACPS methods to the Distributed Traveling Information
Management System and to establish a practical cooperative information process-
ingsystem.

BASIC ORGANIZATION STRUCTURE

(BOS) MODEL

Introduction to BOS

Generally speaking, complexity frequently takes the form of a hierarchy
(Jennings,2001). So we can organize the large and complex cooperative informa-
tion system as a hierarchy multi-agent system. Because multi-agent systems are

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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viewed as computational organization very naturally (Zambonelli, Jennings &
Wooldridge, 2001), we can obtain some characteristics from analyzing organiza-
tional structure and functions (Yao, 1997b; Yaoetal., 1999).

A social organization is generally composed of several smaller basic organi-
zations. So, the cooperation exists bothamong these basic organizations and within
each of them. For example, a university consists of many departments, and a
departmentis divided into several teaching and researching sections oradministra-
tivesections. Ifasectionisregarded asabasic organization, the organizationis then
composed ofachiefofthe section, several staff members, and the public facilities.

Fromastructural analysis viewpoint, large and complex computing organiza-
tionina LAN canbe modeled by some smaller basic groups of agents, which is
called BOS. Froma function analysis viewpoint, BOS also has six main functions
inan organization, such as representational function, organizational function,
cognitive or decision function, interaction function, productive or operative func-
tion, vegetative or preservative function (Ferber & Gutknecht, 1998). Besides
above properties, BOS at different abstract levels have some other commonness.
The commonnessisas follows: (1) Each BOS has asole manager thatadministers
the problemsolving inawhole BOS. (2) Some shared knowledge, information or
data canbe stored on the server and managed by the special full time agent, which
can cooperate with the agent playing same role in other BOS in order to utilize
variousresources inoverall organization effectively. (3) Althoughanagentmay play
morethanonerole inanorganization, sometimes itisnecessary forthe management
ofaBOStodividethe agents playingmanagingroles fromagents playing productive
roles. (4) BOS canbe viewed as a distributed computer system that is situated in
some environment, and that is capable of autonomous actionin this environmentin
order to play the role in the organization and meet the local goal.

Forexample, Figure 1 isapartoforganizational Chartof Distributed Traveling
Information Management System (DTIMS) (Yaoetal.,2002). Inthe vertical, it
shows the authority and accountability relations, and in the lateral, it shows the
divided work and cooperationrelations. This hierarchical, multi-agent system can
be modeled by three basic groups of agents, i.e., BOS.

From functional analysis and structural analysis above, we propose the BOS
model. Inthismodel, BOS can be considered as a basic block of an organization,
inwhichthe tightinterrelations among several agents oramong groups ofagents can
berepresented, between blocks the loose interrelations among several agents or
among groups of agents can be represented. By this way, the interrelations among
several agents oramong groups of agents can be controlled more effectively; thus,
the system will run effectively and cooperatively as a whole and implement the
corresponding global and local goals.

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



6 Yao & Zhang

Figure 1. A Part of Organizational Chart of DTMIS

| Intelligence Process Center Administrator |

| DMSA | | Information Process Section Chief P || SIMA |

| Information Process Section Chief 1T |

SDPA: Sensor Data Process Agent. VA : Visualizing Agent

UIA: User’s Information inputting Agent IFA: Information Fusing Agent

SAA : Situation Accessing Agent ATMA: distributed Assumption-based Truth Maintenance Agent
UAA : User Assistant Agent SIMA: Sharing Information Management Agent

MKA: Meta-Knowledge management Agent DMSA : Decision-Making Support Agent

The Characteristics of an Agent in a Basic Organizational

Structure

Ifwewantto view the multi-agent systemas analogous to human organization,
and apply the concepts and theories germane to the management science field of
organization into this computing organization, we should ensure agents consisted in
aMAS have some properties that are analogues to that the man has. So, in order
toundertake organizational roles, we consider an agent as acomputer system that
issituated insome environment, and that capable of autonomous and flexible action
inthis environmentunder abiding by the organizational rules condition.

We canalso define this type ofagent as a semi- autonomous agent. This agent
enjoysatleastthe following properties (Wooldridge,2001):

*  Autonomous: agents encapsulate some state thatis notaccessible to other
agents, and make decisions about what to do based on this state, without the
directintervention ofhumans or others

*  Reactivity: agents are situated in an environment, are able to perceive this
environment, and are able torespond ina timely fashion to changes thatoccur
init

*  Pro-activeness: agents donotsimply actinresponseto theirenvironment, they
are able to exhibit goal-directed behavior by taking the initiative

*  Socialability: agentsinteract with other agents (and possibly humans) viasome
kind ofagent-communication language, such as KQML, ACL (Bradshaw,
1997), and typically have the ability to engage in social activities (such as
cooperative problem solving ornegotiation) in order to achieve their goals
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Intelligent Agent-Based Cooperative Information Processing Model 7

Inthe DTIMS, we design and implement an agent with Belief-Desire-Intention
structure, which is called CSA (Constrained-by-organization Semi-autonomic
Agent), where the semi-autonomic primarily refers to being capable of autonomous
and flexible action under the organizational rules. The architecture of CSA is
presented in Figure 2.

Knowledge Representations in a Basic Organizational

Structure

Inthe BOS model, a cooperatively information-processing systemand their
subsystems are modeled by organization and basic organizationrespectively. The
systemorganizationis an organic community, which s linked by the BOS according
to the organizational structures and rules defined by the organizational model. All
the BOSsinan organization have independent computing and cooperating abilities,

Figure 2. CSA Architecture
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8 Yao & Zhang

andtheyaredistributed ina LAN atdifferentlocations and interact with each other
through high speed communication nets.

The BOS isacommunity, which is composed of agents and some agent can
be arepresentative of a BOS. The agents here are semiautonomous intelligent
agents, such as CSA in Figure 2, constrained by the organizational rules (i.e.,
commitments); and in the system implementations, they are defined as an active
computingentity (i.e., programmable computing entity) with their data, knowledge,
and operation sets encapsulated together. The cooperative actions within the BOS
are cooperated and completed by various types of agents.

Fivetypes ofagentsthatplay differentroles are generally defined within BOS
(see Figure 3). They are as follows.

1. HeadAgent(HA)
HA istherepresentative ofaBOS. Itisresponsible for cooperating with other
BOSsand scheduling the operations of various types of agents within the
BOS. HA also takes charge of increasing new agents in asystem or adding
new functions to an agent and supervising the work state and progress within
the BOS. HA isunique. Itusually includes many modules, such as planner,
task-distributor, scheduler, coordinator, monitor, and configurator in order to
realize the functions mentioned above.

2. Maintenance and Management Agent(MA)
Themaintask of MA isto assistant HA to maintain the normal run of the BOS
and undertake the routine transaction management. MA usually includes
visualizing, monitor, mediator, broker, coordinator, and so on.

Figure 3. The Basic Framework of a BOS

Cooperative

Global
Knowledge Base Workspace Region

Network

From Outside

HeadAgent

KQML Messages Transmission Bus
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Interaction Agent (IA)

Interaction Agent (IA)isin charge of the interaction activities between the
BOS andits environment, as well as all interactions with other BOSs. The
definition of IA depends on the organizational roles thatthe BOS undertakes.
[Ausuallyincludes the User Aid Agent (UAA), which manages the interac-
tions between the BOS and its user, the Sensor Data Process Agent (SDPA),
whichisresponsible forupdating sense information from environment, and so
on.

Problem Solving Agent(PSA)

PSA ismainly used torealize problemsolving and to create cooperative tasks
by using the cooperative strategies, expertise, and domain knowledge.
Besides the commitmentknowledge such as the organizational structures and
rules the BOS has, PSA also has cooperative knowledge such as heuristic
model, cooperative strategies that the related acquaintances have, and its own
knowledge base. The definition of PSA shows the special skills ofthe BOS.
Common Facility Agent (CFA)

CFA isusedtomanage the public data, knowledge, and information within the
BOS. Itis often on the servers and linked with bases. It provides other agents
with access operations to the public information. The CFA between BOSs
can cooperate and provide the users with the transparent global information
services. The CFAs ofa BOS mustinclude the Meta-Knowledge manage-
ment Agent (MKA)and Global Workspace Agent(GWA), etc. The CFA
used generally also includes the Database Management Agent(DMA)and the
Model-base Management Agent(MMA), etc.

Forexample, in our prototype of DTIMS, a BOS, called Information Process

Section, has 10 agents as follows.

1.
2.

HA: Head Agent, whichis called Information Process Section Chief

MA: Visualizing Agent (VA), and distributed Assumption-based Truth
Maintenance Agent (ATMA)

IA: Sensor Data Process Agent(SDPA), User’s Information inputting Agent
(UIA),and User Aid Agent (UAA)

PSA: Information Fusing Agent (IFA), and Situation Assessment Agent
(SAA)

CFA: the Meta-Knowledge management Agent (MKA) and Sharing
Information Management Agent (SIMA)

There are two kinds of organizational relationships inthe BOS model. One of

themis formal organizational relationship, which includes superior, subordinate,

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



10 Yao & Zhang

colleague and so on. The otheris informal organizational relationship, which may
exist between any two agents in an organization. The informal organizational
relationship is also akind of cooperationrelationship, which can be represented in
anagent’sacquaintance model.

The Computing Model of BOS

Inthis section, the principal ideas of the BOS computing model are introduced
briefly. Inthe BOS, the communications between agents use the Knowledge Query
and Manipulation Language (KQML). Three sorts of important message transmis-
sions are required to satisfy the computing continuity of the BOS. They are as
follows.

1. Controlling messages that HA sends to various agents in BOS, such as task
decomposition, allocation message, schedule message, cooperation message
and monitor message, and so on.

2. Thecontrol feedback information from the various agents in BOS to HA,
which can be used to activate and coordinate the run of the agents.

3. Thecooperative messages sent by all the agents (including within oramong
BOS).

Tasks and Events

“Tasks” means that problem-solving orders are input by users or issued by
higher-level BOS, and cooperative tasks are from other cooperators. When a
system runs, each task is concretized into a problem-solving goal in BOS.
Complicated problem-solving goal can be decomposed into smaller ones, and the
undecomposed basic problem-solving goal can be handled by several intelligent
agents cooperatively.

InBOS, we define the conceptofa“BOS event” (called “event” briefly). The
computations are solicited by events. An eventresults in anew computation or
makes anunfinished computation keep on.

Aneventis defined as one of the following cases:

Sending an outer message (i.e., KQML message from or to other BOS)
Accepting an outer message

Inputtingauser command

Inputting areal time data information

Displayingaconsole

Outputting an effectorinformation

SNk wd =

Forexample, in our prototype of DTIMS, a BOS has following events:
HA sends a cooperative message to the other BOS

—

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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2. HAaccepts acooperative message from the other BOS

UAA inputs auser command

4.  SDPA inputs the data information from the sensors, or UIA inputs the data
information fromthe user

5. UAAdisplaysaresulttotheuser

(98]

Task Decomposition and Allocation

User commands are inputinto BOS by UAA. UAA interprets the commands
and takes charge of completing the problem-solving goals (or problem-solving
tasks) corresponding to the user command event. UA A has heuristic knowledge
aboutthe goals, intentions, and abilities of various agents in BOS. The planner of
UAA decomposes and allocates the simple tasks according to the knowledge. The
task implementation procedures are scheduled and monitored by its schedulerand
monitor. Complicated tasks are handed overto HA.

KQML messages from outside ofa BOS are processed by the special IA, in
accordance with the cooperative knowledge. The problem-solving tasks commit-
ted by other BOS are handed over to HA for solutions.

Areal time datainputis processed by SDPA. According to different types of
data, SDPA stores the newly inputting data in the corresponding CFA and
generates corresponding problem-solving tasks in accordance with the rude data
for processing and then hands them overto HA.

Accordingto the scheduling strategy, HA first sequences all the problem-
solvingtasks or goals. Then, it works outa problem-solving plan for each task. The
plan can either match one inthe original plan case base or be worked outaccording
to the meta-knowledge provided by MK A. After the plan has been worked out,
HA stores the structure information about the related task plans in GW A so that the
cooperative problem-solving agents can share this cooperative information. HA
sends control messages about task allocation to all cooperative BOSs or problem-
solving agents and supervises the implementation of the problem-solving proce-
dure.

After HA receives the feedback information from other agents or BOS, HA
synthesizestheseresultsifthey areresultinformation. Ifthey are failure information
orother cases, HA will modify the original problem-solving plans.

Thebasiccontrol algorithm of HA is as follows (in approximate Common Lisp

language):

(loop
(setqLL+1) /*toanew control circle
(setq EL [ event-area valuein HA])
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12 Yao & Zhang

/* read all events to be processed from event area
(When [ EL no empty ] do
[ scheduler generates the processing sequence SPQ of EL |
/* SPQ is event scheduling sequence
(dolist TR in SPQ
/* TR is an event to be processed in SPQ. TR may be a new problem-
solvinggoal g,
/*cooperative problem-solving resultrand the factor q resulting in plan
/*modifications
(case TR
g : [ planner generates the scheduling sequence of the target g;
task-distri distributes task for g and adds them to TPQ ;
/* TPQ is the task planning sequence
r:[risaddedtothe corresponding task resultinformation, the results
are synthesized |;
q : [ modify TPQ accordingtoq])) /* case and dolist ended
(dolistH, (T))in TPQ /* each task in the task planning sequence
(case H (T)
PSA| (T, : [sends KQML messages, makes PSA (T, finish the
corresponding subtasks;
the monitor monitors the running results; |
IA, (T): [sends KQML messages and makes IA| (T,) finish the corre
sponding interactive tasks;
the monitor monitors the running results; ]
BOS, (T): [results in outer message sending event, and the monitor
monitors the running results; |
MA, (T)): [ sends cooperative information to other agents |
/* calls for knowledge, data or function services ) )
/* case and dolist ended
(if [ the ending conditions are satisfied ] then
(GOTOEND))) /*loop is ended

Cooperative Computing
After PSA receives KQML messages, it completes the corresponding
problem-solving goals and returns the solving results.
Allthetasksaccepted by PSA are sequenced according to the scheduling rules
and then carried out by PSA one by one. The completion of each task must
cooperate with other agents in accordance with the cooperative knowledge. And
the cooperative knowledge comes from its own intention base, beliefbase and task
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information or from BOS’s sharing information suchas MKA, GWA and DMA.
During the cooperation, PSA can communicate with agents inthe BOS. Itcanalso
communicate directly with agents in other BOS (i.e., the simple cooperative
information) or with other BOS by means of TA (i.e., the complicated heteroge-
neous information transfer).

We can set some special IA that is in charge of the meta-knowledge
communications, the complicated information exchanges, and the task-level inter-
actions between BOSs. According to the knowledge in MK A and the current status
inGWA, IA interprets and processes the received outer messages and then sends
the related information or tasks to HA or the corresponding agents.

MKA, GWA and DMA manage the sharing cooperative knowledge in BOS,
the global task structure information, and the data information respectively. The
common information management agent between BOSs can cooperate and
provide the users with the transparent global information services.

Synthesis and Output of the Results

If the results are synthesized by UAA, they are output to users in the
corresponding forms. Ifthe results are synthesized by HA, they are returned to the
committed agents or other BOS in the committed forms.

Now we use the DTIMS prototype as an example to explain a cooperative
computing.

When SDPA inputs the real time data information from the sensors, itchecks
the form of new information, records the new information, assesses the new
information according to expertise, and sends the new information to the Informa-
tion Fusing Agent (IFA). Inthe process of assessment, if SDPA found the new
informationuseful to the other BOS, it sends the new informationto HA; if SDPA
found the new information important, it sends the new information to Situation
Assessment Agent (SAA)toanalyze the information thoroughly.

WhenHA accepts the new information from SDPA, itinquires of MK A about
the cooperative knowledge. Accordingtothe knowledge from MKA, HA sends
the new information to the related BOS. When IF A accepts the new information
from SDPA, it fuses the new information with historical information and environ-
mentinformation. IFA sendsthe new fusionresultstothe UAA, SAA and SIMA.

When SAA accepts the new information from SDPA and the new fusion
results from IFA, itassesses the new situation according to the expertise, and sends
the new situation assessmentresults to the UAA and SIMA.

When UAA accepts the new fusion results from IFA or the new situation
assessmentresults from SAA, itdisplays the results to the user on atravel map.
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14 Yao & Zhang

When SIMA accepts the new fusion results from [FA or the new situation
assessmentresults from SAA, itrecords the results to the relevant databases.

Main Advantages of the BOS Model

The main advantages are as follows:

1. Thecomplexities of designing the agents are decreased.

In a multi-agent system, one agent usually cooperates with several other
agents. And these cooperative actions are uncertain and interwound. There-
fore, to get cooperation, each agent musthave alarge knowledge represen-
tation framework so as to illustrate various intentions, skills, knowledge,
resources, goals of the agent concerned, and so on. In the BOS model, the
problemsolvingactions of the intelligent agent are decomposed further in
detail, whichnotonly makes each agentinthe BOS decrease its cooperative
relations, butalso makes the knowledge representations shorter and clearer,
and the problem solving actions more specified as well. Meanwhile, the
knowledge aboutthe skills, goals, intentions, resources of the related agents
arerepresented and managed by the BOS inaunified way. Therefore, the
cooperation within a BOS help to make simple agent structures realize
complicated cooperative actions.

2. Thecomplicated cooperativerelations are sequenced.

By adding a managing layer to a BOS, the decomposition, allocation,
supervisionand cooperation mechanisms can be unified and carried out with
the HA. So, the cooperation canbe done ontwo layers, i.e. among agents and
among BOSs, which simplifies the cooperativerelations and strengthens the
cooperative efficiency.

3. Thehierarchy structure combines organically with the parallel structure.
The organizational structures ina cooperative problem-solving systemusually
are classified in three types: hierarchy structure, parallel structure, and
combined sstructure. Ifa certainagentina BOS isanother BOS oran abstract
representative of the nextlayer, then by means of global commitment, BOS
can model the organizational relations in an information system with any
complexities.

4.  Openness.

Whennew agents ornew functions areadded ina BOS, they can be registered
to the HA and are broadcast to other BOS by the HA so as to increase new
cooperative functions. When a certain agent wants to solve problems but
facesunfamiliartasks, the tasks can also be handed overto the corresponding
HA in orderto seek new cooperative partners. In fact, the HA is playing the
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role ofanintelligent facilitator here. This performance makes amulti-agent
systembedeveloped gradually and incrementally.

APPLYING BOS MODEL TO REALIZE
ASSUMPTION-BASED COOPERATIVE
PROBLEM SOLVING

Introduction to Assumption-Based Cooperative Problem
Solving (ACPS) Model

Multi-Agent Systems function ina cooperative way in which various agents
with different views and beliefs can reason cooperatively and in parallel so as to
complete the large, complicated and difficult problems thata single agent cannot
solve. An ACPS is put forward for processing effectively a great deal of
complicated, incomplete, and inaccurate rude data. By accumulating the evidences
and eliminating the contradictions in the cooperation dynamically, ACPS can
supportthe continuous cooperative problem solvingamong multiple agents inthe
undetermined environments.

The ACPS modelis different from the foregoing coordinated models such as
FA/C (Carver, Cvetanovic & Lesser, 1991) and DATMS (Mason & Johnson,
1989), in which various agents mainly exchange the experimental intermediate
results or share the results to assemble the global solutions identically among the
agents. Butin ACPS, various groups ofagents (i.e., BOS) keep their own reasoning
spaces. Their purposes to cooperate are: (1) to achieve their respective local
problemsolving (i.e., local decision making); (2) to support the higher level and
abstractproblem solving (i.e., the higher-level decision making). The differences
appeared in the problem solving results are permitted. However, the reasoning
spaces within various groups ofagents (i.e., BOS) areunanimous and effective, and
the cooperative problem solving results meet the related consistence.

Realizing ACPS by BOS

The design ofthe ACPS model is based on the assumption that the domain
knowledge foreach BOS (i.e., smaller group of agents) in the cooperative system
toimplement problemsolvingisall correctand consistent.

Setthatthe newly established formalized systemis I, the languages provided
by I' can represent the knowledge of a given BOS, and the assumption-based
reasoning carried outinthe BOS, (de Kleer, 1986a; de Kleer, 1986b; de Kleer,
1986c¢).
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Thelanguage I'is composed of first-order language L and unary metalanguage
relations for the members of L. Any axiom in L is still an axiom here, and the
reasoning rules concerning the axiom supposes to be Modus Ponens and Gener-
alization.

Thesetofthe clausesin L, Sent(L), is also the set of the closed formulasin L.
Inaccordance with the necessary and the accidental information, Sent(L) is divided
into two subsets: basic closed formula and non-basic closed formula. They canbe
represented respectively by Sent, (L) and Sent (L). Thatis, Sent(L)=Sent (L) U
Sent (L).

The significance to divide Sent(L) is that the clause in Sent, (L) isa closed
formulaincluding variable, which represents the common features one kind of
individual has in the real world, and that the clause in Sent (L) represents the
information ofindividual constants depending on the language. Compared to the
realities these constants represent, they are accidental. Therefore, Sent (L))
Sent (L) =(.

Todescribeall theknowledge and information of BOS, inT', aclass of special
closed formulaisintroduced, i.e., the clause without any variables and constraint
variables, which is called assumption. The assumption means the accidental
knowledge thatis assumed to be correct. Forexample, if factais correct, itis written
as A(a). Suppose that set A is in contract with the clause setin L. Then, when the
contradiction appears, certain assumed closed formulas are considered to be
failure. So, they are deleted from the beliefbase (i.e., the BOS’s assumption set).

Therefore, the knowledge of BOS, are divided into two parts, which, if
represented by the language I', are abinary group (K, A,), where, K. isasubset
of Sent(L) while A is the set of the accidental knowledge which are supposed to
be correct. (K, A)) is called an assumption-based defeasible logic structure. K,
represents the basic beliefset of BOS , which is constantly correct,i.e., K |- L is
never correct. A is the setofall the accidental knowledge which supposed to be
correct, indicating the part of might-be-true heuristic information of BOS .

Set that the Multi-Agent System (MAS) is composed of n BOSs and
MAS={BOS,, BOS,, ...... , BOS }. Each has a currently defeasible logic
structure (K, A) (i=1, 2, ...,n). Inthe ACPS model, the cooperative problem-
solving procedure is divided into three main parts, which are Selecting Mechanism,
ReasoningMechanism, and Distributed Truth Maintaining Mechanismsrealized by
agentsina BOS.

The tasks ofthe selecting mechanism ofa BOS are to analyze the rude data
and the experimental intermediate results of other BOSs, and on the basis ofthe
argument structures of these results, to select more “reasonable” conclusions as
special assumed data to add to the BOS’s problem solving procedure in order to
form the current defeasible logic structure (K, A ), (i=1,2,...,n).
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The selected results may be incorrect, butas the evidences are accumulated,
the true facts can be found eventually. Thus, the uncertainties are decreasing. The
experienced rules and strategies to implement the selecting mechanism ofa BOS
are extremely important forimproving the efficiencies.

The main tasks of the reasoning mechanism are to realize the cooperative
problemsolving, andaccording to the current defeasible logic structure (K, A,), to
carry outthe assumption-based reasoning. Thata heuristic conclusion P is derived
from BOS, means the conjunctionof K. and A canderive P,and when contradiction
isinduced, A is ignored. Meanwhile, the reasoning mechanism calculates the
“argumentstructure” and “environment” information for each derivative resultand
records them as anode, thus making areasoning structural net. Furthermore, onthe
basis of the cooperative strategies, the reasoning mechanism should communicate
the conclusions and the cooperative demands concerning the cooperation to the
agentsin other BOSs.

Themajortasks of the distributed truth maintaining mechanismare to identify
the contradictions in the reasoning structural net founded according to the reasoning
mechanismand to remove the conflicts by means of cooperationamong multiple
agents to maintain the effectiveness of the reasoning. To identify contradictionsis
to check whether or not all kinds of constraint conditions comply with the rules.
When contradictions are found and should be eliminated, not only all thenodes in
theirown BOS concerning the contradiction nodes mustbe updated, butalsoall the
nodes concerning the changing nodes in other BOSs mustbe updated. This process
iscalled the “related consistency for maintaining the cooperative reasoning struc-
turalnet.”

Therefore, in ACPS, the cooperative problem-solving procedure in MAS
means that the agents in various BOSs select continually their own current
defeasible logic structures, carry out cooperative reasoning according to these
structures, maintain the distributed truth when any contradictionis derived, ignore
the inconsistentassumption set, and select new defeasible logic structures to keep
onreasoning. This process keeps onrunning repeatedly until the goals are attained.
In this model, the key problems in cooperation are how to use effectively the
experimental results of other BOSs to establish assumption, the maintenance and
management ofthe assumptions, and how to eliminate rapidly the ill effects brought
by the wrong conclusion propagations when contradictions appear.

Itshould benoted that: (1) the data structure of each BOS can maintain several
incompatible assumption sets, butall the assumptionsin (K, A,) constituting the
currently defeasible logic structures should be compatible. Only on these defeasible
logicstructures will the reasoning mechanism function, and just when contradictions
appear inthe solution, the inconsistent assumption sets are withdrawn and all their

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



18 Yao & Zhang

related conclusions are eliminated; (2) the inconsistency may existamong the
currentassumptionsets of various BOSs inthe system, but they donotinfluence the
effectiveness ofthe cooperative problem solving; and that is because the coopera-
tive process is amutual selecting process of each other and the cooperation are
implemented when no contradictions are found in the current assumption sets of
bothsides.

DESIGNS AND IMPLEMENTATIONS OF ACPS
WITH BOS MODEL IN THE DTIMS

DTIMS isimplemented on a PC computer for distributed traveling situation
assessment tasks. Its organization chart is seen in Figure 1. The DTIMS is
composed of three BOSs. Each BOS represents an independent information
processing subsystem composed of groups of agents, which is distributed on
different physical locations and is linked with the other BOSs mutually innetwork.
Thus, these BOSs can form hierarchy cooperative organizations, compute in
parallel, and process information cooperatively. This section briefly introduces the
basic structures of this system and then discusses the cooperative problemsolving
among the same level BOSs by means of ACPS.

Fundamental Definitions

Inthetraveling situation assessment problem solving, there may exist uncer-
tainties or mistakes in the primary input information. Therefore, the problem-solving
systemmusthave amechanismto maintain several possible situationmodels and to
make the compatible models share the information so as to form the current
situation-analyzingreport. Inthe DTIMS, the ACPS method is used to realize the
cooperative problem solving and implement the mechanism mentioned above.

Inthe DTIMS, all the information concerning the external environments and all
the conclusions generated in interpreting and analyzing this information are repre-
sented as proposition. They are classified in four types of propositions: precondi-
tion, assumption, derivation, and communication.

The precondition proposition represents the pre-defined domain knowledge
or generally correct propositions. Its truth remains constant during the problem
solving. Forexample, the topographic knowledge and the features of the recogniz-
able objects inthe observing field are unchanged.

The assumption proposition indicates that there is no logic basis and it is
supposed to be correct by the selecting mechanism in the system according to
certainrules. The states of its truth may change during the successful procedure of
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problemsolving. For example, the platform assumptions, expansion assumptions,
and external assumptions defined in the DTIMS may change in the process of
problemsolving.

The derivation proposition means that all the conclusions are derived from
other propositions according to the problemsolving rules such as Expanding Rules,
Fission Rules, Recognizing Rules, and so on. One important class of thiskind is the
inconsistent proposition. The appearance of this proposition in the situationmodel
shows mistakes in the situation analysis. For example, thata space group is not
recognized indicates there exists a mistake in the object assumption, and thata
space group movementis incomplete indicates there are mistakes in the expansion
assumption, and so on.

The communication proposition is one thatdetermines to be communicated to
theagent of other BOS inaccordance with the cooperative problem-solving rules.
The definition of this class of propositions is mainly used to realize the cooperative
problemsolving and the distributed truth maintaining.

Data Structure

The design ofthe data structures is extremely important to the assumption-
basedreasoningandhas adirectinfluence to the problemsolvingeftficiencies. Inthe
DTIMS, each BOS has a Global Workspace Agent(GWA)whoisaCFA andis
incharge of managing shared data structures within the BOS. Theirmajor structure,
called the reasoning-workspace-area, is a complicated two-dimensional area
showingthe topographic information. According to the topographical positions, all
the observing objectinformation can be found. Whenever a propositionis derived
inthe system, anew node is founded in the reasoning structural net. Its contents are
asfollows:

[ node : node name;

node-type : proposition type;

node-content : proposition content;

as-label : proposition label

owner : BOS’sname who derives thisnode;

inference-description : inferencerule descriptions;

ante-list: antecedentnode lists that derive thisnode;

conse-node-list: consequent node list whose deriving depend on this node;
a-struc : argument structure of this node]

The argument structure of anode includes the following contents:
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( node-time: founding time of this node;

time: having observing time of this conclusion;

S: distance between the observing position and the center position of the
BOS’s sensor;

agent-list: cooperative problemsolving agent list;

CF: times which this proposition has been proved)

All the derivative nodes are linked by pointers according to the deriving
relations so as to form several inference tree structures, i.¢., an inference structural
net. On the bottom layer of this net is the two-dimensional array, reasoning-
workspace-area, and the nodes located at the highest abstract level constitute the
currentderived situation model.

In the DTIMS, the intermediate results are classified. So, when they are
referred to by topographic positions and result types, the system can ensure thatthe
same propositions arerelated on the same nodes in the inference structural net, thus
givingafull play to the assumption-based inference priorities.

Furthermore, by checking the constraint conditions, the system can find the
contradictory states and then analyze the inconsistentassumption sets according to
the contradiction types, the inconsistent context can be recognized and eliminated,
and the assumption-based inference effectiveness is improved.

Basic Cooperative Problem Solving Algorithms
Algorithm implementations can be described from three aspects of selecting,
reasoning, and truthmaintaining.

The Selecting Mechanism

The objectassumptions and the expansion assumptions are founded respec-
tively by IFA and SAA in the problem solving process. The assumption-based
problem solving tasks are generated simultaneously. The external assumptions are
completed by HA. The main procedure for a assumption being founded is as
follows:

*  Tocheckifthereare same conclusionsinthe BOS’s inference structural net.

. If there is a same conclusion in the GWA of this BOS, to increase the
creditability ofthis conclusion. Then, this procedure ends.

*  Tocalculaterespectively their argument structures. Ifthe local conclusionis
in contradiction with an external one, then according to a given rule,
conclusions with greater argument structural creditability are selected. Ifthe
local argument structural creditability is greater, the external conclusion is
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discarded, and the procedure ends. If the external message has greater
creditability, a type of truth-maintaining task is generated first, which with-
draws the exiting conclusion, and then changes the external conclusioninto an
external assumption, to insertinto the inference structural net, thus generating
aproblem-solving task based on this new assumption, and this procedure
ends.

. Ifthere isno same conclusion in the local BOS, the external conclusionis
turned into an external assumption, which is then inserted in the inference
structural netso thatan assumption-based, problem-solving task is generated
and then the procedure ends.

The Assumption — Based Inference Mechanism
The assumption-based inference mechanismis mainly completed by the IFA
and SAA. Therulesto calculate the assumption are explained as follows:

Setthe assumption set of the conclusion Pis AS(P),and accordingto the
definition:

IfVa e AS(P), a supposes to be true and AS(P) is consistent, and so P is
creditable;

IfVae AS(P),aisnotcreditable or AS(P) is inconsistent, then P is not
creditable.

1. if Pis the precondition proposition , then , AS(P) = {}.

2. if Pistheassumption proposition, then, when P is an object assumption or
an expansion assumption, AS(P)={P};
when P is an external assumption, AS(P)= {BOS : P} U 4S (P), where

AS (P)istheassumptionsetof Pinthe original agent,and BOS : Pdenotes
this external assumption from BOS.

3. If Pis aderivation proposition,and a, Aa,A ... Aa, —— P, then

AS(P) =] 4S(a;)
Jj=1
4. If Pisacommunication proposition, the information of AS(P) will be used
asthe environmental information tobe communicated to the corresponding
cooperative agents together with P.

Theproblemsolving of IFA and SA A includes the following abstractalgorithm
descriptive processes:
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f—

(98]

to carry out derivations according to different tasks and the inference rules;
to setup nodes for the derived new proposition, to calculate their assumption
sets, and torecord the inference rules;

to compute the argument structure for new node;

to judge whether the new node is contradictory one by the constraint
conditions. If contradictory occurs, then turn to truth maintenance;
toreferto whetherthere is thisnode in the inference structural net. Ifthere is,
the original node is updated. Otherwise it should be inserted into the net; and
to determine whether this node needs to be communicated to other agents in
accordance with the cooperative rules. Ifso, it is labeled communication
propositionand the corresponding communication tasks are generated.

The Distributed Truth Maintaining Mechanism

Bythe constraintconditions the DTIMS system can discover the contradictory

states. The contradictory-identifyingactivitiesappear mainly in the problem-solving
procedures of IFA, SAA, SDPA and UTA. When any contradiction appears, the
control functionis transferred to the distributed Assumption-based Truth Mainte-
nance Agent (ATMA). And the major tasks of ATMA are to eliminate contradic-
tory and tomake the problem solver alwaysreasoninadefeasible logical structure
(K, 4, thatresults from a conformable assumptionset 4 . The main processis as

follows:

1. todetermine the minimum assumption set T that can cause contradictions
according to the contradiction types;

2. toeliminateall thenodes whose labels are the superset of T as contradictory
nodes;

3. tocarryoutfourtosixcircularly inregard to all the contradictory nodes to be
eliminated;

4. to withdraw these nodes from the inference structural net and to check
whether these nodes are communication propositions;

5. togeneratecommunicationtasksifthey are communication propositions,and
tomake the cooperative agents carry out the distributed truth maintaining;

6. to check whether there are succeeding nodes to these nodes. If there are
succeedingnodes, they are all labeled as contradiction nodes; and

7.  afterallthe contradictionnodes are eliminated, the truth maintaining process

ends.
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CONCLUSIONS

Itisof greatsignificance to study the organizational structure of the multi-agent
system for the distributed cooperative information processing, which can greatly
quicken the developmentinmany application systems. The examples are distrib-
uted sensor network, distributed network diagnosis, distributed information re-
trieving and collecting, distributed electronic bookstore management, coordinated
robotics or no man driving vehicles, distributed perception processing, and
distributed cooperative situation assessing tasks, etc.

The problem solving in BOS is neither centralized nor all localized, but
distributed dynamically according to the solving tasks. So thismethod is suitable for
the cooperative problemsolving whichisreal-time, dynamical, and distributed. The
theory behind BOS was tested and evaluated in a series of experiments in the
contextofthe DTIMS. The mainresultofthe experiments was that the distributed
cooperative informationis processed efficiently and the hierarchical system man-
agementisin perfect order, too.

Now we are applying the BOS model to the DTIMS. In the future, we are
goingto develop a software platform based the BOS model, called MBOS (Yao
etal.,2001), which means multiply Basic Organization Structure for creating and
deploying organizationally intelligent agents that can cooperate with other agents.
We prepare to use MBOS to build an Organizational Decision Support System
(ODSS).
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ChapterlIl

Knowledge-Based
Personalization

Tamara Babaian
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ABSTRACT

We present a novel method for software personalization. Personalization is
understood broadly as a set of mechanisms by which an application is tailored
to a particular end user and his or her task. The presented method outlined
here is motivated by and remedies a few widely recognized problems in the
way customization is carried out. The proposed method has been used in a
collaborative system called Writer’s Aid. Itrelies on a declarative specification
of preconditions and effects of system’s actions and applies artificial
intelligence, automated reasoning, and planning framework and techniques
to dynamically recognize the lack or availability of the personal information
at the precise time when it affects a system action and initiates an interaction
with the user aimed at eliciting this information in case it has not yet been
specified.

INTRODUCTION AND MOTIVATION

Personalization has been identified as a key task to the success of many
modern systems. As Riecken writes in the editorial of the special issue of
Communication of the ACM devoted to this subject (Riecken, 2000, p. 28)
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“personalization means something differentto everyone.” There are various forms
personalization can take; however, it can be broadly described as the set of
mechanisms by which anapplication s tailored to a particular end user and his or
her goal. Modern systems are increasingly more sophisticated, designed to carry
out a multitude of tasks or operate using the enormous wealth of information
available onthe Internet. The effectiveness ofasystem helping auserachieve his
goal,and the user’s satisfaction from interacting with the system depends critically
ontheuser’s ability to identify and use relevant customizable options, configuring
the system for optimal performance with his individual preferences and task-related
information. However, the user’s ability to provide this kind of personal informa-
tionis often greatly impaired by the following drawbacks in the way personalization
isimplemented.

+  Customizationis carried outas a separate process that is taken out of context
ofthetask in which such personal informationisused, thus obscuring fromthe
user the purpose and advantages of supplying such information.

*  Theamountofpotentially useful personal information is sometimes over-
whelming, thus the systems are installed with a set of settings that are
considered typical. Further customization has to be initiated by the user.
However, inexperienced usersrarely take advantage of customizationeven if
they are aware of potential benefits due to the lack of information on the
available options. Asaresult, experience demonstrates (Manber, Patel &
Robison,2000) that the many users shy away from the customization while
they can benefit fromita greatdeal.

Theitems above characterize the shortcomings in the user interactionmodel.
Onthe other hand, there are problems developers of software face in designing for
personalization. As Pednault (2000) points out, the underlying representation of
“the human-side and the technology-side” is the key; however, representations
currently inuseattimes lack flexibility to be easily adjustable and reusable. Thisis
largely a consequence of the absence of a rigorous model of what constitutes
personalization. The lack of suchamodel results inad hoc representations used by
mostsystems.

The approach to personalization that we present here is inspired by the view
of interfaces as means for collaboration between humans and computers in solving
the problem, rather than means ofhumans controlling the computers as articulated
in Shieber (1996). Asatheoretical framework, collaboration theory and its existing
philosophical and formal mathematical accounts (Bratman, 1992; Grosz & Kraus,
1996; Cohen & Levesque, 1991) can inform both design and usability analysis of
systems as well as giverise tonew representations, highlight problems thatneed to
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be addressed to make interfaces better collaborative partners. Examples of
interfaces thathave been created following this view have already been builtand are
described in Rich Sidnerand Lesh (2001), Babaian, Grosz and Shieber (2002),
Ryall, Marks and Shieber (1997), and Ortiz and Grosz (2002).

Theories of collaboration postulate as the key features of a collaborative
activity the commitment of the parties to a shared goal, shared knowledge and
communication in the effortto establish agreement and mutual knowledge of the
recipe for completing the task. Stemming directly from this view, in our approach
the collaborator system has the ability to elicit personal information from the user
atthetimeitis processing the task forwhich such informationiscritical. Thenovelty
ofourapproachand its implementationalso lies in defining the personalization task
declaratively via informational goals and preconditions on the actions that the
system would take inresponse to auser’s request. This is enabled by the use of
a knowledge base that stores the gathered preference information, and an
automated reasoning and planning system that can reason autonomously about
knowledge, lack of knowledge, and actions that the system may take to acquire
necessary missing information. The system performs information gathering autono-
mously, by inspecting available personal information, such as, for example, a
person’s Internet bookmarks as well as by directuser querying. This approachto
personalization ensures gradual adaptation of the system to the user’s preferences.
Atthe sametime, the declarative nature of defining personalization informationand
systemactions makes the system easily adjustable and extendable.

BACKGROUND

The problem of end user tailoring, also known as customization of software,
isnotnew (see forexample Morch, 1997). Recent explosion of the Internetand its
ubiquity in our everyday life have created new challenges and opportunities for
advancement ofresearch on this subject, in particular, in the area of customizing
information access interfaces. Numerous works have addressed the issue of
information overload and the resulting need for effective informationretrieval and
presentation of the results tailored to the needs of each individual visitor. (A
thoroughreview of these works is beyond the scope of this chapter.) Availability
oflogs of Web site usage has provided an excellent opportunity and an exciting
domain for technologies such as Machine Learning and Data Mining (see Ander-
son, 2002 forareview). Two approaches to automated personalization on the Web
havebeen explored and used most successfully: adaptive Web sites and collabo-
rative filtering. Adaptive Websitesand Websiteagents (e.g., Perkowitz & Etzioni,
2000; Pazzani & Billsus, 1999) attempt to dynamically tailor the layout and/or the
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contents of a Web site or suggest a navigation path for each individual user by
observing the user’s initial interaction with the Web site and matching it to the
previously observed behaviors of others. Likewise, collaborative filtering
(Amazon.comis probably the most familiar example) is a technique that makes a
recommendation to a user based on the previous choices of users with similar
interests or requests.

Applications of Machine Learning and Data Mining technologies to Web-
based computing have been enabled by the availability oflogs recording various
details of interaction of millions ofusers with the Web sites. Atthe same time, non-
Web-based systems (e.g., common desktop editors, spreadsheets, etc.) have
benefited from the emerging culture of personalization and now commonly incor-
porate a few personalizable features, but the advancement of research in person-
alization of common desktop applications is not nearly as fast, partly due to the
absence of detailed data on their actual usage. In this chapter we attempt to bridge
the gap by presenting amethod of software customization thatis applicabletoa
broad set of software tools and not limited to just Web-based systems.

GOAL-DIRECTED PERSONALIZATION
IN WRITER’S AID

Writer’s Aid (Babaianetal.,2002) is a system that works in parallel with an
authorwritingadocument, helpinghim with identifying and inserting citationkeys,
autonomously finding and caching papers and associated bibliographic information
from various online sources.

At the core of Writer’s Aid is a knowledge base that contains system’s
knowledge about the state of the world, and an automated planner system. The
planner has adescription of the list of actions that Writer’s Aid can execute and it
canautomatically combine the actions into a plan that will achieve a posted goal.
Eachactionisdescribed via preconditions that must be true prior to executing the
actionand the effects thatthe action brings about. Plan-generationisaccomplished
by representing both goals and actions using alogic-based language and using a
reasoning engine that can infer what is true after performing asequence ofactions.
For an example, consider the following action of searching user’s personal
directories for bibliographic collections:

Action 1: FindLocalBibliographies
Preconditions: none
Effects: Knowinglocations ofall bibliographic collections ofauser.
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Personalization inthe Writer’s Aid consists of the initial tune-up of the system
totheuser’s parameters and the dynamic personalization that occurs while Writer’s
Aidworks onaccomplishing a user-posted goal and identifies aneed for informa-
tion.

Initial tune-up occurs atthe time of installation. The goal ofthe initial tune-up
istoestablish and enter into the system certain user-specific parameters, such asthe
user’sown locally stored bibliographic collections, his preferred on-line bibliogra-
phies, etc.

Todirectthe systemto collectthe dataabout location oflocal bibliographies
itissufficientto postthe following goal onthelistof goals to beaccomplished during
the tune-up:

Personalization-goal-1=Knowingthe locations ofall of user’s bibliographic
collections

andinresponse, Writer’s Aid will generate a plan (in this case consisting of asingle
Action 1)described above, which accomplishes Personalization-goal-1, and thus
provides Writer’s Aid with access to the user’s personal bibliographies.

Thisdeclarative approach to the initial customization separates personalization
fromtherest of the code, making personalization design very flexible and more
easilyadjustable.

DYNAMIC PERSONALIZATION

Imagine the following scenario: Writer’s Aid is working to locate a viewable
version ofapaper that the user requested. The plan for locating the paper includes
anaction of querying aknown paper collection, namely ACM digital library. In
ordertoavoid wasting time on searching collections of papers on subjects unrelated
to the user’s research field, this action contains a precondition that the paper
collectionbe one ofthe user’s preferred collections:

Action 2: QuerySourceForPaper (source, paper)
Precondition: source mustbe User’s Preferred Source
Effects: Knowing whether source contains viewable version of paper.

Writer’s Aid does not know if ACM digital library is the user’s preferred
bibliography, so it cannot establish the precondition unless it executes an action
(namely Action 3 described below) of asking the user himselfto obtain necessary
information.
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Action 3: AskUserAboutSource (source)
Precondition: User permits system to post questions
Effects: Knowing whether source is user-preferred source.

Theuser’sresponse determines whether ACM digital library will be queried;
itisalsorecorded in Writer’s Aid knowledge base for future use.

Dynamic personalization occurs gradually, always within a context of a
particular task, thus eliciting the user’s input at the time itis used and providing the
user withknowledge ofhow the personal information is being used by the system.

DISCUSSION AND FUTURE WORK

Wehave presented anovel approach to personalization that involves mixed-
initiative interaction between the user and the computer system. We are working on
the implementation of semi-automatic preference gathering in Writer’s Aid and will
perform laboratory user studies to investigate whether use of the proposed
mechanism results inimproved user satisfaction and system performance, com-
pared to typical offline preference gathering.

Personalization viaknowledge preconditions remedies commonly occurring
problems with customization outlined in the introduction by adopting a mixed-
initiative approach to customization. However, special attention should be given to
those aspects of mixed-initiative interface that ensure the system acts inamanner
that does not greatly disrupt the user’s ongoing computing activity.

Forexample, animportantrequirement to the underlyingknowledge represen-
tation and planning systemis non-redundancy of information gathering, asitwould
be annoyingifthe system could notinfer a fact that follows from the user’s replies
anditwould be disastrous for the system ifiteverrepeated a question to the user.
The planning systemused in Writer’s Aid, PSIPLAN, (Babaian, 2000) can infer
all the facts thatare implied by its knowledge base, and itnever discards any valid
information, thus ensuring non-redundancy of information gathering.

Onthe other hand, the usermusthave access to the same customization data
asthe system and be able (and aware of the way) to modify those settings atany
time.

Deploymentand experimental evaluation will doubtlessly identify ways of
further improvement of dynamic personalization. A setofprinciples of mixed-
initiative userinterfaces introduced by Horvitz(1999) and the recent study of instant
messaging interruption onthe user’s performance in the ongoing computing activity
(Cutrell, Czerwinski & Horvitz, 2001) can provide a starting point for further
investigations.
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CONCLUSIONS

Representingapersonalizationtask viaasetofinformation goals addresses the
problems with the way personalization is approached in mostmodern systems that
are outlined in the beginning of this paper in the following ways:

+  Itleadstopreferenceelicitation thatoccurs within the context of the particular
task thatrequires personal information, thus informing the user ofhis choices,
motivating the response and ensuring its accuracy.

*  Personalization occurs gradually atthe times when the personal information is
critical to the satisfaction of a user’s goal and is initiated by the computer
system, thus relieving the user from potentially time-consuming task of
specifyingall preferences atonce.

*  Personalization defined declaratively via information goals separates
customization of the interface fromthe overall systemarchitecture making the
interface more easily adjustable and extendable.
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ABSTRACT

The concept of personalization has long been advocated to be one of the edges
to improve the stickiness of on-line stores. By enabling an on-line store with
adequate knowledge about the preference characteristics of different customers,
it is possible to provide customized services to further raise the customer
satisfaction level. In this paper, we describe in detail how to implement a
knowledge-based recommender system for supporting such an adaptive
store. Our proposed conceptual framework is characterized by a user
profiling andproduct characterization module, a matching engine, anintelligent
gift finder, and a backend subsystem for content management. A prototype
of an on-line furnishing company has been built for ideaillustration. Limitations
and future extensions of the proposed system are also discussed.
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INTRODUCTION

The development of Web technologies has brought a lot of advantages to
merchants formoving their business online. Within the past few years, alarge variety
ofon-line stores have been started in the cyberspace. However, the survival rate
isjustaround 50%, where some recognized dom.coms like Boo.com, Kozmo.com,
and MVP.comareincluded (Helft,2001). We believe that one important factor
determining the success of on-line stores is whether the on-line shopping experience
canbe enhanced to such an extent that some customers choose to and continue to
shop on-line. Along this direction, the concept of personalization has long been
advocated as one of the edges to improve the stickiness of on-line stores. A survey,
recently conducted by Cyber Dialogue, reveals that customers are more likely to
purchase from a site thatallows personalization, and register at a site thatallows
personalization or content customization (Rosenbaum, 2001). Toachieve that, an
on-line store needs to be enabled with adequate knowledge about customers’
preference characteristics and use it effectively to provide personalized services
with high precision. A typical example of personalized services is the use of
recommender systems.

Recommender systems have been adopted by many big Web retailers, such
as Amazon.comand CDNow.com for enhancing the on-line shopping experience
oftheir on-line customers. Typically, they use an intelligent engine to collectand
mine the customer’s rating records and then create predictive user models for
product recommendation. Software products of recommender systems are now
available from various companies like NetPerception, Andromedia,and Manna,
etc. Based onthe underlying technology, recommender systems can be broadly
categorizedas:

*  Knowledge-based (Towle & Quinn, 2000) where user models are created
explicitly viaaknowledge acquisition process (e.g., expert knowledge tells
youthatyoung customers consider productappearance more than durability).

*  Content-based (Mooney & Roy, 1999) where user models are created
implicitly by applying machine learning or information retrieval techniques to
analyze user preference ratings and corresponding product features (e.g., the
products thata customerrated high so farhave the commonattributes ofbeing
less colorful, easy to clean, and safe).

*  Collaborative (Resnicketal., 1994) where user models are created solely
by utilizing overlap of user preference ratings (e.g., customers with their
“tastes” (ratings patterns) similar to yours like this set of products).

Intheliterature, there existalot of works on content-based and collaborative
recommender systems. One of their common characteristics is that a substantial
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amount of good user preference ratings is required before precise recommenda-
tions can be provided. However, ifa company is lacking such ratings information
orithasnew items arrived constantly, these two approaches will fail.

Here we argue that before such ratings information can be collected, the
knowledge-based approach should provide a good complementary solution. With
asimilarrationale, Ardissono etal. (1999) proposed aknowledge-based system
using fortailoring the interaction users using ashell called SETA foradaptive Web
stores, where stereographical information is also used for user modeling. Sen,
Dutta, and Mukherjee (2000) proposed an intelligent buyer agent which aims to
educate the user to be amore informed customer by understanding the user query
andprovidingalternatives usinga pre-builtdomain-specific knowledge base, which
isbased on propositional logic representation. Forautomatic rule generation, Kim
et al. (2001) have built a prototype system where the decision tree induction
algorithmisapplied to personalize advertisements.

Asthereisalwaysatrade-offbetween personalization and privacy, whatkind
of knowledge needed to be acquired for exchanging personalized services is
definitely an important concern of on-line customers. So, the question becomes,
“how can the user informationrequirementbe minimized while an acceptablelevel
ofrecommendation service canstill be provided?”’ Inthis paper, we restrict the user
information needed to only demographic informationand describe in detailshow a
related knowledge-based system can be builtto support an adaptive on-line store
in providing customized recommendation services. Our proposed conceptual
framework is characterized by a user profiling and product characterization
module, amatching engine, anintelligent gift finder, and abackend management
system. A prototype of an on-line furnishing company has been builtand is used
throughoutthe paper forideaillustration. The limitations and future extensions of the
proposed framework will also be discussed.

SYSTEM OVERVIEW

Knowledge-based systems are characterized by the fact thatits two important
components, namely the knowledge base and the inference engine (sometimes also
calledtheshellinexpertsystems)are separated. A typical example is therule-based
system where the knowledge base is represented in the form ofa set of if-then rules
and forward-chaining reasoning is used in the inference engine. The knowledge
engineer can keep on expanding the knowledge base by acquiring more domain
knowledge with the inference engine beingunchanged atall.

Inthis project, instead of using the rule-based syntax, a feature vector-based
representation is adopted. Also, we assume a conventional two-tier architecture,
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where domain knowledge is stored inarelational database and all the functional

modules of the inference engine are run on the Web server. The knowledge

required to be acquired and stored in the database for driving this customized on-

linestoreinclude:

*  Genericproductsinformation, e.g., product name, price, manufacturing
country, etc.

*  Productcharacteristics, e.g., degrees of reliability, design style, etc.

. User demographicinformation, e.g., sex, age, occupation

»  Userpreferenceprofiles, e.g., preferences onreliability, dressing style, etc.

Theinference engine contains the following functional modules (seealso Figure

1):

»  Userprofiling module, whichacquires theuser demographicinformation via
asimple questionnaire during membership registration and transforms the
information to create a preference profile for supporting the subsequent
matching.

*  Matching engine, which computes the similarity score between user
preference profiles and product characteristics to support personalized
productranking shown in the catalog or as special product recommendations.

*  Intelligent gift finder, which can assist the customer viaa wizard interface
toidentify possible gifts foraparticularrecipient.

*  Back-end managementsystem, for managing the contents for supporting
the above modules, which is important as adding adaptability to an on-line
store greatly increases its complexity and the store can easily become
unmanageable.

To provide personalized product recommendations to customers based on
theirpreferences, one needs to first create the representations foruser preferences
and productcharacteristics, and then define ameasure for computing the similarity
between them (see section titled “Matching Engine”).

PRODUCT CHARACTERIZATION AND
USER PROFILING

Generic Representation

Asetofdiscriminative features®:= {9, ¢, ..., ¢, } hasfirsttobeidentified
based on domain knowledge. Then, the user preference can be represented as a
vector of preference values on those feature representationu= {u ,u, u,, ...,u, }
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Figure 1. An Overview of the Recommender System
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revealing the extentto whichitpossesses those features, denotedasp=1{p,,p,, .. .,
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Product Characterization

Based onachosen set of features, product characteristic vectors p have tobe
created forall the products. Unless for the cases where each product comes with
adetailed productdescription so thatsome information extraction techniques can
be applied, human effort for the creation of pisinevitable.

User Profiling

For acquiring user preference profiles u, it can be achieved by filling in a
questionnaire during the registration process. However, in practice, requiring the
users to provide preference values for a long list of features is infeasible as the
required effort may simply scare them from continuing to shop in your store. So, the
questionnaire for a newly registered user has to be reasonably short and the
questions should be easy enough for the user to provide answers. Typical examples
are the demographic data like gender, age and occupation, here denotedasd = {d,
d,...d, Vde A, whereA isasetofpossiblestereotypical categories ford..'
However, such asimple representation contradicts the requirement foradiscrimi-
native set of features. One solution is using domain knowledge to transformthe
demographicinformation d user into a preference profile representation u contain-
ingarichsetoffeatures viaatransformationf (d):A — [U U 1", where A:=

min’
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A XA x.. . xA . Theprecisionofthe preference profile thus highly relies on that of
the transformation.

Anotherissuerelated to user profile representation is about the importance of
eachindividual feature. Under the aforementioned feature vector representation,
user preferences onthe features are assumed to be equally important. However, this
isnotthe case in practice. Someusers may consider “color’ to be amore important
feature than “durability” while some may find itthe other way round. The situation
canbe even worse as this kind of information is usually unconscious forusers and
hard to be provided precisely. In our system, we model the relative importance of

the feature witha weighting vectorw={w w,,....w } Vwe[0,1]and Zl_ w, =1,

Also, weintroduce onemore transformationf’ (d): A — [0,1]. This transformation
canbe interpreted as the relative importance of the features for different combina-
tions of demographic categories. It is hoped that this can free up the user from
providing subjective weighting values. Again, the precision of the transformationis
crucial to the success of weighting application.

Obtaining the transformations that can effectively reflect the interests of the
different demographic categories is by no means straightforward. Some possible
objectivemeans include conductingmarketing surveys or analyzing past transaction
records. Regarding their implementations, the input dimensions of the two transfor-

mations are equal to HZI card(A,) . Creating them directly may resultin large

storage requirements as well as tedious work in creating and managing them. By
assuming the effect of each element in d on the overall transformation to be
independent, the transformation for preference can be decomposed into a set of

transformations { f, (d;):A; =[U;,, U, 1" Vj =1..M },eachcorrespond-
ingtoaparticular elementin d. The storage requirement can then be reduced from
HZI card(A,)to Zj\i ,card(A;). Withthe decomposition, the preference profile

isthen computed as:
M .
u={u =Y 3" 1)) Vi=1..N

where £/ denotesthe ™ element off’s output. The range of value for each element

inuremainstobe[U . U ].Similarly, the transformation for weighting canbe

decomposed as { f, (d;):A; — [0,1]"}. More details about the use of the

weighting vector are described in the section titled “Matching Engine.”
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An On-Line Furnishing Company Prototype

Toprovide a concrete example for explaining the representation issue, we
have built an on-line furnishing company prototype for idea illustration.” The
furniture items include tables, sofas, beds, quilts, etc. Foruserprofiling and product
characterization, the set of features @ we have used is shown in 2 and the range of
value for eachelementinbothrepresentationsissettobe U =P = =-landU,
=P =+1.Products with softness = “-1” means that they are extremely hard,
whereas those with softness = “1” means that the product is very soft. For
demographicinformation d, three attributes— gender, year of birth, and occupa-
tion—are adopted (i.e., M=3). For the creation of the transformation functions
f (dj) andf, v(dj) (see Figure 3 and Figure 4) as well as the product feature vectors
p, itisdone manually based on domain knowledge.

Afterauserregisters with our system, his or her basic personal demographic
information will automatically be stored. Ifhe or she logs onto the system again, a
personal preference profile will be created based on the methodology previously
described. Recommendation services can thus be provided.

MATCHINGENGINE

Giventheuser preference profile u, the product characteristics p and therange
of preference values, a similarity measure can then be defined. In our prototype, as
the preference value range is [-1,1], one obvious measure is the dot product
between uand p weighted by w, given as:

N

Sim(uapaw) = Zizluipiw}i

Figure 2. Examples of Product Feature Vectors, p

Product ID| ... |Colorful | Essential |Exotic| Easy to | Durable | Safe | Soft | Modern
clean
10002 -0.4 0.8 0.4 -0.1 0.5 0.6 | 04 0.7
10023 0.6 -0.4 0.3 -0.2 0.4 0.3 | 0.1 0.6
10045 0.3 0.4 0.8 -0.2 -0.1 04 | 0.8 0.1
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Figure 3. Examples of Preference Transformation, f,(d)

Category | Colorful | Essential | Exotic | Easyto | Durable | Safe | Soft | Modem
clean

3545yrold| 03 0.7 01 08 08 03] 01 04

Ferrele 01 02 02 05 02 [ 05] 02| 0l

Howewife | 0.5 08 03 09 04 | 01 | 02| 0Ol

withthe outputequal [-1,1].> Based on the similarity scores computed, personal-
ized productranking canbe achieved. It can also be used to customize the catalog
forbrowsing with the hope that the user can identify their intended products with
fewer mouse clicks. The keyword search engine can also benefitby ranking the
search results based on the scores so as to improve the chance that the intended
items are put on the first few pages of the search results. Besides, when thereisa
listofnew products, personalized recommendation services can be provided to
further improve the quality of customer services.

INTELLIGENT GIFT FINDER
Profiling Gift Recipients
For on-line shopping customization, we used to focus on how to acquire the
interest of the individual customers so as to provide just-in-time customized
services. However, other than buying things for themselves, customers often buy
productitems to be presented to their friends as gifts. Most ofthe on-line stores try

Figure 4. Examples of Weighting Transformation, fw(d,-)

Category  |Colorful |Essential |Exotic |Easyto |Durable |Safe |Soft |Modern
clean
35-45yrold| 0.03 0.18 0.06 0.33 0.24 0.08 | 0.04 | 0.04
Female 0.2 0.08 0.11 0.15 0.08 0.09 | 0.09 0.2
Housewife | 0.04 0.17 0.08 0.31 0.22 0.1 | 0.04 | 0.04
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Figure 5. A Snapshot of the Web-Based System
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to fulfill the need by providing some advanced search functions, with the hope that
the customers can manage to specify the preference of the giftrecipients in the form
of'some complicated searching criteria. However, this does not conform to our
usual shopping habit. Instead, we used to have dialogs with the salesperson in the
store, describing some basic characteristics of the giftrecipient with the hope that
the salesperson could effectively provide some relevantrecommendations to us for
reference. With thatidea in mind, our proposed system contains amodule called
intelligent gift finder. It operates like a typical wizard that asks users a sequence
ofdynamically generated questions for profiling the gift recipient. In our system, the
questions are extracted from a pre-defined question bank* with a tree structure
where the edges of the tree determine the next question to ask based on the answers
ofthe previous question. Within the question bank, there are two sets of questions.
One setof questions, denoted as © , is to help capture hard constraints to prune
down the product search space (e.g., “what is your budget?””). The other set of
questions, denoted as @, is to help capture the preference profile of the gift
recipient (as described in the section titled “Product Characterization and User
Profiling”) for ranking the products in the reduced search space in a customized
manner (e.g., “whatis the gender ofthe giftrecipient?”).

Suppose auser has clicked on the wizard and answered K questions. Denote
6 asthe ™ question, o, as his or her corresponding answer. Also, denote I'(6, @)
asthesetoffeasible solutions corresponding to the question-answer pair (6, ). The
currentset of feasible solutions should then be given as:

FK = ﬂizl:K;G,EGH F(el = ai) .
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Forranking productsinI', , weneed to associate (6, o) with some similarity
measure. For questions capturing the recipient’s demographic information, the
associated preference and weighting transformations can be used, and the similarity
score can be computed as:

Zsim(fue[_ (ai)a P, -fng (ai )) .

i=1:K;0,€Oy

See Figure 6 forapictorial illustration. A conceptsimilarto thatof our gift finder
has beenused in the Decision Guide, which is developed by Personallogic and
currentlyusedin AOL.com.

Implementation and Related Management Tools

Itis obvious thatembedding the questions and answers into the program code
greatly reduces the system’s maintainability and extensibility. So, putting theminto
the database as part of the knowledge is a natural solution. As the question bank
adoptsatree-like structure, the linking relationship between the questions has tobe
stored as well. To ease the effort for maintaining the question bank with atree-like
structure, an associated management tool has been developed accordingly. With
the help ofthe tool, internal staff of the store can easily create, update and delete
questions and answers. Also, they can easily specify how each question-answer
pairis associated with the corresponding conditions to be used in searching the
database, though prior knowledge on the database schemais still inevitable for the
staff.

FUTURE EXTENSIONS

Personal Adaptation

One major limitation of the proposed framework is that it assumes that user
preferences can solely be determined based on their demographic information. In
fact, two customers with identical demographic information can only be considered
to have the same preferences up to a certain extent on the average. [f more precise
personalized recommendation serviceis to be provided, adeeperlevel of person-
alized adaptation will be needed. For example, one can further adapt the preference
transformations and weighting transformations acquired after the firstregistrationto
suit the specific characteristics of the customer. One possible direction is to use
relevance feedback, i.e., tomodify the transformations based on the characteristics
ofthe customers’ highly rated products ina weighted sum manner (Rocchio, 1971).
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Figure 6. A Conceptual lllustration of How the Intelligent Gift Finder Works

Qn: What is your budget?
Ans: Below $100

(02,002) : Qn: What is the recipient type?
Ans: Married with kids

sintf,, @).p.1,, (@)

(03'% ): Qn: What is the recipient’s occupation?
Ans: Housewife

There is also another possibility, where one can rewrite the adopted vector
representations inrule-based syntax and apply some uncertainty reasoning frame-
work, likeuncertainty theory (Hopgood, 1993). Forexample, if the feature vector
[A, B, C]of stereotypical category X is[0.2,-0.8, 0.7], then it can be converted

mto:

Sim(f,% ((X2 ), P,
+ Sim(fu,]3 (a;),p,

T ()

fr (@)

IF X THEN A is preferred; with certainty of 0.2
IF X THEN B is preferred; with certainty of-0.8
IF X THEN Cis preferred; with certainty of 0.7
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Search Results:
1: Product A
2: Product B

3: Product C
4: Product D
5: Product E *
6: Product F

7: Product G
8: ...

Search Results:
1: Product A

2: Product B

3: Product C
4: Product D
5: Product E *
end

Search Results:
1: Product B

2: Product E *
3: Product A
4: Product C
5: Product D
end

Search Results:
1: Product E *
2: Product A

3: Product B

4: Product C

5: Product D
end
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Consequently, highly rated products can then be used as additional pieces of
evidence to refine the customers’ individual preferences under the uncertainty
theory inadisciplined manner. Currently, we are studyinghow to castthe problem
under a Bayesian framework. Related openissues include:

*  whatkind ofinformation should be acquired from the customerto support the
personalized adaptation (e.g., customers’ ratings, click-streams, etc.)

*  inwhatmannerthey should beacquired (explicitly orimplicitly)

*  howtheacquired information should be analyzed to represent the customer
preference and combined with the existing transformation tables in an
incremental and disciplined manner

Integration with Collaborative Methods

The collaborative filtering technique is known to be an effective method for
identifying like-minded customers solely based on customer ratings and has been
used by anumber of recommender systems. [t will be interesting to see how the
knowledge-based approach can take the advantage of collaborative filtering to
shorten its time in providing highly precise recommendations. One possibility that
has been proposed in the literature is to compute ratings for features by
aggregating ratings for products (Pazzani, 1999). Then, the predicted preferences
ondifferent features, which will be changed as more ratings are provided, canbe
used asrelevance feedback oradditional evidence with the hope to further increase
the precision of the recommender system. Other works along this direction have
beenreported in the literature (Burke, 1999; Tran & Cohen, 2000).

CONCLUSION

In this paper, we have demonstrated how customers’ stereotypical informa-
tion can be used to provide customized product recommendations using a
knowledge-based approach. Inparticular, we have illustrated how an intelligent gift
finder, acting as an on-line salesman can be built for profiling a gift recipient and
providing gift suggestions. Besides this, we have discussed several ways to further
enhance the precision of the recommender system described.

ENDNOTES

' Whetherauseris willing to provide his or her demographic information is
related to the privacy issue, which is out of the scope of this paper. In general,
theuser hasto sacrifice acertaindegree of privacy in order to gain customized
services.
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2 There are many related on-line companies, e.g., IKEA.com,

Maxwellfurniture.com, etc.

Iftherange of preference value is changed, the Pearson correlation or the

cosine value between the vector p and the vector u weighted by wcanbeused.

4 Forthecreationofthe question bank, we believe there exist differentcognitive
or psychological theories governing how the questions should be set to
achieve objective user profile acquisition. However, related considerations
are out of the scope of this paper.
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ABSTRACT

The current best practice of providing reliable systems is to embody the
development process in recent industry standards and guidelines, such as
|EC61508 for safety and 1 SO9001 for quality assurance. Thesestandardsare
generic, but every applicationisdifferent because of thedifferencesin project
details. While current workflow systems have been used successfully in
managing “ administrative” processfor sometime, current productslack the
abilitytoensurethat a processisplanned and performed suchthat it complies
with anindustry standard that isnecessary to support particular engineering
processes. This chapter presents a Compliance Flow Workflow System for
managing processes. Model -based reasoningisusedtoidentifythecompliance
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errorsof aprocess by matching it against the model of standards used. Some
examples drawing on a draft version of IEC61508 are used to illustrate the
mechanism of modeling and compliance checks.

INTRODUCTION

Inorder toprovidereliablesystemsor services, thecurrent best practiceof a
development processistypically embodiedinrecent safety standardsand guide-
lines, such as| EC61508. Once astandard has been adopted, it isimportant to
managecompliancewiththestandard. By compliancewemeanthat thereisaclear
descriptionof thedesign stagesand, at each stage, thei nputs(requirements) tothat
stagearefully and unambiguoudly defined, andfinally theobjectivesandrequire-
mentsof eachpracticeof thestandardaremet. Thestandardsaregeneric, butevery
applicationisdifferent duetothedifferencesintheproject details. Itisneither
practical nor desirableto compel complianceat all pointsin the development
process. Thusdeterminingthedegreeof compliancewith specified practicesasthe
devel opment progressesisachallengingtask.

Most of the current research, such asby Emmerich et al. (1998), adoptsa
document-centred approachinwhichthedevel opment processisimplicitly repre-
sentedintheproduct. Thecompliancehasbeentreated asaproblemthatisclosely
related toincons stency managementin specification, whichisdiscussedinthe
literature(Easterbrook, Finkelstein, Kramer & Nuseibeh, 1994; Finkelsteinetd.,
1994). Such approach uses adocument schemaspecification to el aborate and
formalisethedefinitionsof document structuresuggestedinthestandard sothat
propertiescan becheckedagainst them. Appropriatecheckswill betriggeredonly
when events occur on documentation during the development process. This
approach can ascertainthat theexpected qualified document isobtained, which
matches current quality control practices where the compliance checks are
performedat theend of devel opment stagesby individual assessors. However, it
lacks the ability to manage the development process to proactively prevent
unqudifiedproductsresultingfromawrongly planned process, whichisanessentia
requirement for theconformanceof rigorousstandardslikel EC61508.

|EC61508isaninternational standardthat focusontheprocessinwhicha
safety productisdesignedand manufactured, notjust theproductitself. Therefore,
thecompany canonly legitimately devel opan| EC61508-compliant product when
itsdevel opment processiscompliant withthestandard.

Somecompaniesinour industry claimtohavel EC61508 compliant

products. Infact, they haveonly had an assessment doneonasingle

product, not on their company’ s processes to design and produce
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that product. This is a severe shortcut, and certainly not in keeping
with the intention of the standard (Moore, 2002).

A Workflow Management System (WfMS)is a system thataims to provide
computer-based support for the task of workflow management, in which the
execution of every process instantly conforms to its process plan. Most workflow
products can only support simple, well-defined, consistent, and predictable
administrative processes, butnot the dynamic changing, complex, collaborative
processes occurring in engineering projects (Alonso, Agrawal, E1 Abbadi &
Mohan, 1997; Sheth, 1997; Mooreetal., 1999). Recently, some attempts were
made to use artificial intelligence (Al) to improve the adaptability of WfMSs,
enabling them to deal with more complex processes (Dellen, Maurer & Pews,
1997; Myers & Berry, 1999; Jarvis et al., 1999; Stader et al., 2000).

Current workflow reference models, such as WIMC (1995) and Weske
(1999), provide no support for maintaining process consistency against particular
standards. In order to facilitate the extension to the current WfMSs to support
process compliance management, the use of a software agentinisolation witha
workflow engine, webelieve, is the easiest way to bridge this gap asno amendment
tothereference model is necessary.

Our approach to the compliance problem is to model the standards into a
“Model of Standards,” which will provide the required information about the
standards interms ofthe process management to enable compliance checks to be
performed by acompliance agent called the “Inspector.” Compliance checks will
be performed between the Model of Standards and user-defined process plan
during both process build and run time to identify the compliance errors. A set of
ontologiesisused to enable the compliance check. The Model of Standards comes
with the system, butadditions,amendments, and removals to and from a standard
withinthe model are possible. Itisalso possible to have auser-defined development
cycle as a standard with compliance checks still being performed without any
problem.

Significantresources are devoted to managing standards, particularly in safety
engineering projects. Insuch projects, much ofthe time of developers, managers
and quality assurance teams is occupied with identifying breaches in compliance and
with tracking and managing the compliance of a project. A workflow system with
compliance management ability can not only shorten the development time and
reduce the cost, butimprove the quality of the product as well. Thus, our treatment
ofthis problem s strongly industrially motivated. Itis to be noted that we are not
advocates of using an automatic checking process to substitute the regular
assessmentin an engineering project, as this would be too dangerous. Instead, we
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suggesttakingadvantage of workflow systems with compliance managementability
to assist in the management of an engineering project. As the non-compliant,
development processes are identified and handled earlier, the required product
developmenttime and cost will drop.

This paper mainly describes the work around compliance management where
the international safety standard IEC61508 isused to perform the evaluation. The
nextsection portrays the standard modeling. We then introduce the compliance
agent and how it performs compliance assurance. The next section provides a
discussion onthe degree of coupling between the compliance agentand the Model
of Standards. Finally, the chapter concludes with a summary of our principal
contributions.

STANDARD MODELING

A standard is modeled into aModel of Standards, which later will be used in
the compliance checking process. Compliance Flow has the capability of modeling
awiderange of standards. It captures three important aspects of a standard in terms
of workflow management:

1. Thedevelopmentlifecycle, whichisused as the key framework todealina
systematic manner with all the activities necessary to achieve the required
quality of products or services.

2. Thetechniques, measures, tools, or methods thatare recommended by the
standard to be used to achieve specific objectives or requirements.

3. Therequired capability ofatask performer. Capability refers to qualifications,
roles, experiences, or other attributes identified by a standard, which staff
must possess to be qualified to perform a specific task.

This approach has successfully modeled IEC61508 with its two important
concepts: the Safety Lifecycle and Safety Integrity Levels (SIL). The Safety
Lifecycleis the proposed development process necessary to achieve arequired
SIL. The SIL, anumber between one and four, is an indicator for specifying the
safety integrity requirements, with four having the highestlevel of safety integrity.
The meta-model of standard modeling presented using the unified modeling
language (UML) class diagramisillustrated in Figure 1.

The Use of Ontology

As the information provided by the Model of Standards will be used in
compliance checks by matching it with the user-defined processes, the terms used
indescribing a concept of interest must be consistent. We take the advantage of
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Figure 1. Meta-Model of Standard Modeling
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ontology to enable amatching process. An ontology is adatamodel that “consists
ofarepresentational vocabulary with precise definitions of the meanings of the terms
ofthis vocabulary plus asetof formal axioms that constrain interpretation and well-
formeduse ofthese terms” (Campbell & Shapiron, 1995). These models canbe
shared and re-used by others in the same domain with minimised interpretation and
ambiguity because they are modeled formally. An ontology is therefore an explicit
representation of a “...shared understanding of some domain of interest...”
(Uschold & Gruninger, 1996).

In Compliance Flow, all terms used to describe the concepts in the context of
process management such astask, pre- and post-conditions, recommendation, and
capabilities have to be selected from the ontology. A number of ontologies come
with the system, including Process Ontology, Artefact Ontology, Capability
Ontology, and Application Ontology, etc. The terms of an ontology are organised
into ahierarchical structure in whichaterm located inahigher level implies ahigher
level of abstraction, while alower level term represents a more concrete concept
of object. A term can be changed, removed, or extended by users to adapt to the
particular environment where the system is running. Therefore, aconceptcanbe
detailed by decomposingitinto a setof more granulated pieces ifnecessary, each
of whichisalsorepresented using aunique term. Anexample of ontology hierarchy
isgivenin.

The Modeling of Task Framework

The Safety Lifecycle proposed by IEC61508 is modeled into a hierarchical
task network (HTN) in which the tasks correspond to the activities in the Safety
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Figure 2. An Example Hierarchical Ontology Network
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Lifecycle. A task is abasicunitof work, which canbe hierarchically decomposed
into subtasks until the required details are modeled, as long as the parent and child
relationship between tasks is maintained.

Eachtaskisassociated with two sets of conditions: pre- and post-conditions.
The post-conditions of a task are sometimes the pre-conditions ofits subsequent
tasks. Performing a task requires the fulfillment of its pre-condition, and to do so,
the preceding tasks that can satisfy those conditions with their post-conditions must
be completed successfully in advance. The post-conditions of a task will be
achieved when the task is completed successfully. Therefore, the order of the
execution oftasks is constrained by their dependencies.

IEC61508 views the requirements simply as the inputto adistinct stage in the
lifecycle, and the design specification as the output of that stage. The requirements
and specifications are equivalent to pre- and post-conditions of tasks respectively
asthey have tobe achieved under the recommended sequence in order to comply
withIEC61508. A conditionis presented in the form of checklists, and is stated as
fulfilled when all items in the checklist are checked.

The Modeling of Task Requirement

Therecommended techniques, measures, tools, or methods thathave to be
used for specific tasks to achieve the specified objectives are modeled with four
parameters: (1) the task for which the technique is required, (2) the requirement for
applyingthetechnique, (3) thetechniqueitself, and (4) thelevel of recommendation.
The value of parameter two can be null, implying thatno requirement is necessary
toapply thetechnique.

IEC61508 introduces sets of techniques for specific development activities
with different levels of applicability according to the SIL of the product to be
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developed. The SIL is normally achieved after the safety requirements are
addressed. Therefore, the level of SIL (from one to four) becomes the requirement
forapplying therecommended techniques. These techniques are categorised into
fourlevels ofrecommendationin [IEC61508, namely Highly Recommended (HR),
Recommended (R), No Recommendation (-),and Not Recommended (NR).
These recommendations can be modeled; for example, IEC61508 recom-
mends that the technique “Structure Methodology” (parameter three) is HR
(parameter four) during the achievement ofthe objective of Clause B.30 (parameter
one)whenthe SIL ofthe productbeing developed is equal to one (parameter two).

The Modeling of Task Capability

The hierarchical ontology network provides a hierarchy of capabilities. For
example, a programmer can do programming — more specifically, a system
programmer has C++programming capability. This hierarchical structure can ease
the process of specifying capabilities since specifying ahigh-level capability implies
thatallits lower-levels are covered. A capability in our system s specified into two
parts: the capability itself (skills, techniques, qualifications, role, etc.) and its
application area. For example, a programmer can do C++ programming; he can
apply this capability to the development of system interface. Each partusesits own
hierarchy ofterms, which are drawn from the hierarchical ontology network as
shownin Figure 3.

COMPLIANCE AGENTAND
COMPLIANCE CHECK

A compliance agent is a software agent responsible for ensuring that the
processes in aworkflow engine is planned and performed in accordance with a
standard. In our system, the compliance agent is called the Inspector, who

Figure 3. Example Capabilities and their Application Area

Capability Application Area

Programming System Layer

C++ Interface
VB ; VB Version 6 Business Object
Java Process Logic

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Managing Process Compliance 55

continually monitors the planning and the execution of activities, ensuring that the

compliance of a process conforms to a particular standard, in this case the

IEC61508 safety standard. The Inspector performs the following duties:

*  During Process Build-Time: The Inspector provides four kinds of consul-
tative services (compliance checks) during task planning—namely correct-
ness check (ordering), completeness check, capability check and cross-
referencing to help users indevising a standard compliance plan.

*  During Process Run-Time: The Inspector actively prevents the task from
beingexecuted incorrectly.

*  During Process Build-Time and Run-Time: The Inspector ensures thatthe
recommended techniques have been fully considered.

*  Correctness Check: A correctness check will be performed when the
Inspector services the requests from users for verifying thatthe placement of
aparticular specificationinadesign plancomplies withIEC61508. To verify
the correctness ofa specification, two mapping mechanisms are required.

Firstisthe existence check. [tmaps the specification ofauser-defined process
planwiththe specificationsidentified inthe Safety Lifecycle proposed by IEC61508.

Nextistheordering check. Ifthe specification exists, the immediately previous
specificationsinthe Safety Lifecycle are then mapped with the previous specifica-
tions in the user-defined process plan.

The success of both mapping mechanisms implies that the production of the
specificationis planned in theright sequence. Anexampleis givenin.

In Figures 4 and 6, rectangles with identifiers beginning with the letter T
represent the tasks of a process, and circles represent pre- or post-conditions of
tasks.

Figure 4. Example of a Correctness Check

Model of Standards
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InFigure4, to check the compliance of the specification titled “Overall Safety
Validation Report” in the user-defined process plan, agent Inspector will first
determine whether the specification has been defined in the Model of Standards by
performingasearch. Ifnot found, itimplies that the specification belongs to the type
ofuser-defined specification thatis beyond the scope of IEC61508 and will not
affectthe compliance ofa process with the standard, and therefore no compliance
checkisrequired. Specification “X” inthis example falls into this kind of situation.
Iffound, agent Inspector will then map the immediately previous specifications
defined inthe Model of Standards, in this case the “Overall Safety Validation Plan,”
with the previous specifications in the user-defined process plan. Ifthe mapping is
successful, the ordering of the specificationis correct, corresponding to its previous
specifications. In this example, both mapping mechanisms are successful and
therefore the specificationis placed inaright position in the process plan.

Completeness Check

The second service, the completeness check, provided by the Inspector is
used to ensure that required specifications defined in the Model of Standards have
beenincludedinaparticularuser-defined process plan. The Inspector will thenmap
all the specifications in the Safety Lifecycle with the specifications in the user-
defined process plan. Ifall specifications can be mapped, then the verificationis
successful. This implies thatthe objectives and requirements of every clause of the
standard have been covered in the user-defined process plan. Otherwise, the
Inspector will present the missing specifications visually on its interface. In this
example, theuser-defined process planisincomplete as specification “A” isabsent.

Capability Check

Inacapability checking process, the capability possessed by a performeris
matched against the capability required ofa performerinvolved in executing a task.
A performermay possess many capabilities. Toenable capability matching, thetwo
sets of capability, therefore, have to be captured and modeled in the same manner.

Figure 5. An Example of Capability Check

Task-n: M Performer-1:
Capability(C++, Interface); -y Capability(C++, Interface);
Capability(SSADM, System Implementation);
M Performer-2:
Capability(C++, Interface);
Capability(Prolog, Process Logic);
Performer-3:
Capability(C++, Process Logic);

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Managing Process Compliance 57

InFigure 5, Task-nrequiresits performerto possess C++programming ability
and experience in developing a system interface, denoted as Capability(C++,
Interface). Performer-1 and Performer-2 have been identified as qualified staffby
the compliance check as they possessed the required capability. However, finding
aperfectmatching (all therequired capability fulfilled by a performerinexactly the
sameterms) can be difficultand sometimes impossible.

Thereasons forthe failure to find a perfect match ina capability check process
are either due to the shortage of required capability or due to vague capability
description. Forexample, if Performer-1 and Performer-2 are occupied by other
projects, should we assign the task to Performer-3? How faris his capability from
therequirement? Forthese cases, a fuzzy matchingalgorithmis developedtoaccess
the goodness of fitofa performeragainstthe task, indicating the level of compliance
ofthe performer’s capability with a standard.

Cross-Referencing

Finally, through a cross-referencing function, the Inspector canidentify the
location of aparticular specification inauser-defined process planinthe IEC61508
standard, presenting it in the Model of Standards. This service provides auser-
friendly system interface, in which users can be aware of the progress of their
ongoing works corresponding to the Safety Lifecycle in the standard.

The correctness check ensures thatall the specifications in the user-defined
process plan are devised in the right sequence. A completeness check ensures that
allrequired specifications are included in the user-defined process plan. They are
complementary to each other in ensuring thata user-defined process planis fully
planned and in the correct sequence in accordance with the standard.

Withregard to task planning, the Inspector will notactively listdown the non-
compliance errors, forcing the user torespond. Instead, it will point out the errors
to capture the user’s attention, similar to the notion of the spelling check function in
Microsoft Word where spelling errors areunderlined to attract the user’s attention.
This is because planning normally starts from scratch and gradually evolvestoa
complete plan. Itis assumed thatnon-compliance errors will always exist until the
planis completed. However, an enforced response is possible if the compliance
check function is actively requested by users. Users can either fix the non-
compliance error or letit go by providing an explanation, which will be logged for
furtherreference.

Error Prevention
On the other hand, with task execution, the Inspector provides an active
control to ensure thattasks are performed in accordance with IEC61508. A distinct
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feature of Compliance Flow is thatit supports interleaving between task planning
and task execution, which enables parts of the plans to be specified while the overall
processis in progress. Thus, execution of some tasks may start while the overall
process planisstill in progress and does not yet comply with the standard.

Forexample, the tasks towards the attainment of the Safety Integrity Level
(SIL) ofthe productbeing developed are normally performed prior to the outlining
ofthe systemrequirement details. Ifthere is any further design process where the
requirements according to [EC61508 should correspond to the SIL defined inthe
safety plan, then execution of the process will be prevented by the Inspector until
therequired SIL is achieved.

Recommendation Check

IEC61508 recommends sets of techniques or measures for safety related
systems for the control of failures. These techniques are grouped and graded for
each SIL, in which the rationale should be detailed for any HR techniques or
measures not used. These recommendations are modeled into the Model of
Standards and are used in the recommendation check process. Inauser-defined
process, arecommendation of atask is defined as a pre-condition of that task.

During process build-time, the Inspector will map the pre-condition of a task
to the recommendations of the relevant task modelled in the Model of Standards
toverify whether the required techniques have been selected ina process plan. The
Inspector will listall therecommended techniques in the order of their suitability. If
theuser doesnotadoptthe HR techniques or they choose alternatives with alower
level of recommendation, an explanation is required, which will be recorded inthe
system. When the user starts a task, the Inspector will check its recommendations
again. Iftherequired techniques are notadopted, areason for the exception must
be provided by the user or the execution of the task will be prohibited by the
Inspector. Anexample of recommendation handlingis givenin.

InFigure 6, three techniques with different levels of suitability in the Model of
Standards are defined, which will be used in preparing the Software Safety
Validation Report when the SIL is equal to two. In the user-defined process plan
where the SIL is equal to two, only two R techniques have been selected. These
techniques are defined as pre-conditions of Task-4. After performing the recom-
mendation check, the Inspector discovers that atechnique titled “Functional and
Black-box Testing” thatis HR by IEC61508 is missing in the user-defined process
plan. Inthis case, the execution of Task-4 is prohibited by the Inspectorunless the
reason for this exceptionis provided.
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Figure 6. Example of Recommendation Handling
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DISCUSSION

Development processes in engineering projects may vary due to uncertainties.
Performing mapping between the user-defined process plan and the one proposed
by the standard is the most flexible way to tackle the compliance problem. The
degree of compliancerelies greatly onthe level of detail the information ofthe Model
of Standards can provide and the mapping algorithm.

Occasionally, more than one industry standard may be involved in an
engineering project. To deal with this situation, there are two approaches: (1)
employ anumber of compliance agents, each of which is responsible for handling
one standard, or (2) employ only one compliance agent who is capable ofhandling
more than one standard. The difference between these two approaches is the
degree of coupling between the compliance agent and the Model of Standards.

The firstapproach has close coupling where every standard may be modeled
inadifferent way and mapping algorithms for each standard would therefore vary.
This approach may describe each standard more precisely since differences exist
among standards; a different mapping algorithm will be developed to tackle some
special features ina particular standard, so thata higher degree of compliance can
beachieved. However, the system applicability isimpaired as users cannot perform
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modeling themselves and programming work is required when the standard is
updated or anew standard is required.

Our research is tended to the second approach where a generic standard
modeling language is developed with the capability of modeling a wide range of
standards together with a comprehensive mapping of algorithm to ensure a
standard-complied process plan. Users are required to model anew standard only
whennecessary, and are allowed toamend an existing model to the one used in their
organisation in order to achieve the necessary precision of compliance assurance,
and consequently extend the applicability and flexibility of the system.

CONCLUSION

In this chapter we have introduced standard compliance as an issue of
importance in engineering processes and have discussed our approach of standard
modelingthatis capable of capturing the main elements of standards for compliance
checks. We have presented the Inspector, an intelligent compliance agent, and
explained the compliance checkingmechanism. We argue thatan environment that
allows users to be able to plan tasks without restriction is vital while compliance
checksare taking place. This is possible as the process structure is nota concern
inourapproach.

Unlike otherresearchers, we believe that workflow systems provide the most
suitable environment for supporting standard complied projects. We advocate
taking advantage of software agent technology to bridge the gap where current
workflow models provide no support for process consistency against any stan-
dards. Ourapproachisstraight forward, inthe sense thatitrequires relatively simple
augmentation of workflow products. Currently the Inspector can only work with the
workflow model in Compliance Flow that provides extra flexibility for supporting
dynamicengineering processes. We expect that the compliance agent can eventu-
ally work with other workflow models through the use of standard interfaces
(WIMC, 1995) proposed by the Workflow Management Coalition (WfMC).
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ChapterV

Integrating the End User
into Infrastructure Systems:
A Customer Centric
Approach to the Design and
Function of Intelligent
Transportation Systems

ThomasA. Horan
Claremont Graduate University, USA

ABSTRACT

This chapter analyzes the role of users in enacting Intelligent Transportation
Systems (ITS) functions and services. Preliminary evidence from recent
demonstrations and market research studies is reviewed with a focus on the
role of travelers in producing and using information about traffic conditions
andtraveleroptions. The potential for systems development is then considered
with specific regard to alternative mode travel, flexible travel, emergency,
and commercial services. Based on these findings, several directions and
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recommendations are made for creating the next generation of ITS systems
thatenhance user-based elements. Several areas for research and development
are recommended, including integrating a wider range of market segments
into ITS systems planning, developing a better understanding of how users
drive complex systems, and creating new institutional partnerships for
delivering innovative services.

INTRODUCTION

The Electronic Generation of Infrastructure

Informationtechnology is transforming the way civil infrastructures function
(Zimmerman & Cusker, 2001). Whereas a century ago, transportation, water, and
building infrastructures would have been built withoutregard to their electronic and
communication properties, today information technology is increasingly integrated
into the process of designing, building, and operating these infrastructures. Within
this transformation, there is also an opportunity to integrate the end user more
closelyinthesystem. Thatis, rather than being treated asa‘““demand” on the system,
the end user can be treated as an active integral part of the system. This article
explores this development, and challenges thereof, within the context of the surface
transportation system and with specific regard to therole of ITS in facilitating this
userinvolvement.

ITS has emerged over the last decade as a major new vector in surface
transportation investment. Spurred on by some $2 billion in federal support, states
and localities throughout the United States have begun deploying a range of
information systems that comprise the general ITS approach (U.S. Department of
Transportation,2001). Asdocumented by the ITS National Systems Architecture
(Iteris, 2000), these information systems serve a variety of surface transportation
centers (e.g., traffic management, commercial vehicle administration, transit man-
agement) through active wireline and wireless communication to the infrastructure
and vehiclestraveling on the infrastructure (see Figure 1). However, these systems
donotexistinavacuum, butrather have the ultimate goal of improving travel for
users of the transportation system. Withinthe wide array oftechnology-based
services that constitute the ITS program, the principle focus of this article ishow
travelers obtainand use Advanced Traveler Information Systems (ATIS), suchas
real-time information about travel and traffic conditions. The implications, how-
ever, are broader, as these user-related I'TS research and demonstrations suggest
anextgeneration of information system designand use.
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Figure 1. National ITS Architecture Overview
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THE INFRASTRUCTURE-CUSTOMER

CONNECTION

Early ITS Demonstrations and Deployments

In the early stages of ITS (e.g., the late 1980s), the vision of ITS foresaw a
strong public sectorrolein creating a consumer information platform. Forexample,
the landmark plan for the federal program, Mobility 2000(1990), articulated the
vision forapublicly supplied information system that would feed “value added”
private sector traveler information services. Overthe lastdecade, this vision has
been tested throughout the United States via a range of ATIS demonstration
projects. A common feature of these systems has been the publicly supported
procurementoftraffic and travel information and then its distribution usually through
freemeans (e.g.,radio, television, etc.). Such demonstrations were undertaken in
scores ofcities, including butnot limited to Boston, Washington, D.C., Minneapo-
lis, Seattle, and San Francisco (Lappin, 2000).

While the demonstrations were undertaken to test the proposition that high-
quality information on transportation conditions could be obtained and dissemi-
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nated, amajor lesson from these demonstrations and deployments has been that the
relationship of the consumer to the infrastructure is more complex than at
firstenvisioned. Thisistrue interms ofboth the direction of the information flow
between the infrastructure and the customer, and the perceived value and use of this
information across consumer groups.

Starting with the direction of the information flow, several early field demon-
strations have provided importanthands-on experiences with getting accurate and
reliable information about transportation system conditions (U.S. DOT,2001).
During the mid-1990s, perhaps the most visible demonstration was the TravInfo
project in San Francisco. TravInfo sought to create a state-of-the-art, public
sector-led platform for providing multi-modal information to travelers. Inthishighly
visible case, the public sector information system became hampered by institutional
and technical limitations in being able to deploy a publicly financed and managed
traffic sensing systemin a timely matter (Yim & Deakin, 2000).

These limitationsintraffic system deploymenthave led to an interesting change
inthe flow ofinformation. Asaresultofthe Travinfo demonstration experience,
the Bay Area Metropolitan Transportation Commission is now evaluating new
public-private partnerships in the production of traveler information, includ-
ing dataemitting from wireless probes. Thatis, the consumer is moving to be a part
ofthe information production, notjustconsumption. A similar, though perhapsless
stark, pattern is occurring throughout U.S. metropolitan areas. Through cell-
phones, call-ins and probes, the travelers and their cars are emerging as an active
partofthe surface transportation information system. This trend is being further
tested in a new research program (Autonet) by the Cal-IT2 program at the
University of Californiaand represents a significant shift in the potential source of
information (i.e., away from public sources and toward more private sources)
(Smarr, 2002).

Interms ofthe value ofthe information, these demonstrations have occurred
againstthe backdrop of market studies thathave consistently revealed amodest
“willingness to pay” for general travel information (Shuman & Sherer, 2001).
However, these “stated” preferences understate the diversity of interestand use
across differentmarketsegments. Forexample, inthe model deployment initiative
in Seattle, several differentusers were identified and different travel information
sources were highly valued and used by these groups (Jensonetal., 2000). There
isastronginterest, forexample, intelevision-based video feed information services
forthose whouse infrequently computer technology, while, not surprisingly, there
ishigh interestand use of web-based information among the facile Internet users,
who in this case tended to be younger.

Findings from Seattle and other sites point the way to a more detailed
understanding of market niches for traveler information. For example, arecent
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summary on lessons learned from national ATIS field tests identified three market
segments: “control freaks,” “web-heads,” and “information seekers” (Lappin,
2000). The former two, for example, are often market leaders in new ATIS
services, and e-services generally; butitisthe less technologically agile information
seeker thatrepresents a critically large segment, and within that domain this would
include marketniches such as the alternative-mode traveler, as well as what I would
dubthe “flexibletraveler.”

New Niches: Alternative Mode and Flexible Traveler

The alternative-modetraveler (e.g., busrider) has been a vital constituent in
the transportation system, yetithas been difficult to provide reliable and timely
informationto thisuser. Asbusand lightrail information systems become more
integrated intoregional I'TS programs, this should provide auseful data source for
travelers interested in bus and rail information. However, the alternative mode
traveler information need not stop there. There are a variety of niches and
circumstances where alternative transportationmodes excel asameans of travel.
These would include special transit systems inrecreational and national park areas,
car-sharing programs in university towns, and jitney systems to airports (Salon,
Sperling, Shaheen & Sturges, 2000). As bandwidth becomes more available to
primary residential and mobile users, there is anew opportunity to bring information
aboutinnovative systems to the attention of existing and potentially new alternative
modetravelers.

Inthisregard, the SmartTrek projectin Seattleis telling. Underthe leadership
ofthe Washington State Department of Transportation, the project has developed
aricharray of information on various modes, including highway, rail, car-sharing,
and ferries. Moreover, itis customizable to consumer needs, both in terms of types
ofinformationavailable (e.g., video, graphics) and platforms to which the informa-
tioncanbedelivered (e.g., Internet, cell phone). Whiletravel condition information
isavailable through a variety of sources, the Puget Sound web site is by far the most
extensive information source. Notsurprisingly, the SmartTrek evaluation founda
high degree of user satisfaction with this web-based travel information; over 90%
ofrespondents thought that the regional online information was useful and that it
affected their commute trip, either in terms of time of travel or means of travel
(Jensonetal.,2000).

Flexible Travel

Another ATIS target market is the flexible traveler—the flexible traveleris
perhaps the unsung hero of the transportation system. The flexible traveler has not
beenstudied closely, but might provide animportantingredient to bringing “yield
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management” (perfected in the airline industry) to surface transportation systems.
The flexible traveler is one who, as the name implies, could, and indeed would,
changehistravel time ifhe could have amorereliable trip time. The Washington,
D.C.,demonstrationuncovered that ATIS systems were as useful forimproving the
reliability of service as they were forimproving the timeliness of service (Wunderlich,
Hardy, Larkin & Shah, 2001). That s, itis as important to know with certainty
thatone canmake a 9:00 a.m. meeting as it is perhaps to save a few minutes on that
commute and arrive, say, at 8:40 a.m. While the transportation-telecommunica-
tions literature has examined closely the impact of telecommuting programs, the
impact of flexible commute arrangements is arguably as important, ifnot more
important, to smoothing out spikes in travel demand.

While there has been a tapering offin the number of formal telecommuting
programs,amorediverse and flexible array of work patterns seems to be emerging
(Mokhtarian, 2000; Niles, 2001). Even inthe slowing economy, flexible work
arrangements remain critical. For example, based on a survey of over 1,000
employers, Hewitt Associates (2001) found that 73% of businesses offer flexible
work options. The most common arrangements offered are flextime (58%) and
part-time employment (48%). Other popular programs include work-at-home
options (29%), job sharing (28%), compressed work weeks (21%), and summer
hours (12%). Flexible travelers can adjust their work hours depending on any
number of factors, one of which is perceived commute time. This form ofpartial
telecommuting-flextime can be enhanced by accurate ATIS information on esti-
mated travel times.

Flexibility canalso be a partofthe commercial traffic solution. Thisshiftaway
fromthe peak has already occurred to some extent in the commercial industry and
through properuse of transportation information could be encouraged even further.
Commercial delivery services will often waituntil the perceived peak period travel
isovertodeliver products and goods to congested urban areas. However, arecent
national workshop on e-freightrevealed thatadditional traffic and parking informa-
tion could make the commercial delivery availability more efficient (Casgar,2001).
With the growth of small package delivery services, there has been arelated growth
in customer interest in on-time delivery, often around the peak travel time (e.g.,
business morning delivery). New systems that provide additional certainty forboth
consumer and operators can enhance individual productivity, as well as overall
system performance.

Ofcourse, economists havelong argued that pricing provides the simplest, and
hence, the preferred mode to convey information about demand relative to supply
(Winston & Shirley, 1998). Whendemand increases relative to fixed supply (e.g.,
peak-hour capacity), the pricerises,and when demand falls relative to supply, the
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price falls correspondingly. Travelers accept that when they assess theirair travel
choices—price sales occur off peak, and price premiums occur during business
days. Yet, for most parts of the United States, “‘congestion pricing” or “value
pricing” remains an untried option. Where Electronic Toll Collection (ETC) has
beenintroduced, however, itis providing demonstrable time savings to users. For
example, the evaluation of New York’s E-Z Pass program found widespread
technology acceptance amongusers (though there have been some problems with
regard to customer support) (Vollmer, 2000). Itis not surprising, therefore, that
this E-Z Pass systemis becoming a de facto standard for the middle Atlantic states
as some seven states now use the E-Z pass system. These and related systems
around the country are setting the stage by providing transactional platforms fora
more dynamic and information-based transportation system.

Need for Mobile Emergency and Security Systems

Thetransportation system must function safely as well as efficiently and these
twin objectives have an information analog: information systems are needed to
facilitate rapid response to emergency situations throughout the transportation
network. Itisinstructive to note that the advent of private sector telecommunica-
tionsand cellular service has played apivotal role in bringing the safety information
network online. Between 1990 and 2000, the percent of 911 calls from mobile
devices exploded from 20,000 to 120,000 per day (ComCare Alliance, 2001).
The role of mobile telematics in detecting travel hazards and providing safety
services has become substantial and aconsortium has arisen to promote innovative
services through a transportation-health care partnership.

Indeed, the advent of the new federal e-911 mandate (for being able to
determine location based on a cell-phone call) will usher in anew era of mobile-
related emergency service. Therecent operational testin Minnesota of Mayday
Plus demonstrated “next generation” possibilities for enhancing access to emer-
gency services. This demonstration, conducted over the lasttwo years, integrated
cellular communications, Global Positioning Systems (GPS) satellite technology,
andaspecial emergency response communications system installed at Mayo Clinic
and Minnesota State Patrol emergency dispatch centers. The Mayday Plus system
successfully provided authorities with automatic collision notification and related
information on location and crash severity (Castle Rock Consultants, 2000).

Beyond this demonstration, operations such as the ComCare Alliance have
created new institutional alliances to help ensure critical services are delivered within
the narrow “golden hour” that exists for delivering medical treatment after an
accident. With alarge percent of fatal accidents occurring in rural areas, the new
e-911 requirements provide an important tool for delivery of these critical safety
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services. Moreover, they highlight the innovative types of partnerships needed to
deliver ITS across abroad range of users. Inthis case, itinvolves anew form of
interorganizational system (IOS) partnership with healthcare providers, emergency
service providers, and the state police. Inthis author’srecentreview of wireless
systems, many factors have emerged as affecting the extent to which these IOS
systems perform well. These include technical constraints on cell-phone coverage
inremote areas, organizational constraints, such as seamless integrates across
agencies, and policy-level dimensions constraints, such asreluctance to adequately
fund statewide efforts (Horan & Schooley, 2002). These findings pointtoward the
need to take an integrated view of information and communication systems in
transportation. Thisapproach integrates technological advancement with support-
ingsocio-technical policy and organizational actions. These dimensions are consid-
ered further in the conclusions and recommendations.

CONCLUSIONS AND RECOMMENDATIONS

A common thread woven through these trends, market research studies, and
demonstration projects is the emergent transformation of the transportation system
from something thatis industrial inits organization—aconcrete, asphalt, and steel
system that uninformed consumers travel in predictably inefficient ways —to
something thatis understood and used in a manner that is highly dynamic, user
specific, demand-responsive, and information intensive. Thatis,itisadynamic
socio-technical system.

Changes inthis dynamic socio-technical system need to be considered within
the contextof federal legislation. The federal ITS program was originally authorized
inthe 1991 federal transportation legislation (i.e., Intermodal Surface Transporta-
tion Efficiency Actof1991). The program has enjoyed decade-long support from
the federal government, along with substantial support from local governmentand
the private sector. Withthetransportation legislation scheduled for reauthorization
again in 2003, there has been some discussion with the ITS industry about the
overarching policy concerns that would drive ITS usage over the next decade
(Johnson, 2001). In this discussion, ITS is often seen as becoming part of
“mainstream” transportation planning and operations. However, given the weak-
ness of traditional transportation planning methods in terms of addressing specific
user needs through technology, there are a variety of new directions that could be
taken to enhance ITS as a user-responsive, socio-technical system. These are
outlinedbelow.
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Adopt a User-Centric Perspective

Pursuantto the transportation legislation reauthorization scheduled for 2003,
anew 10-year ITS Program Planis being developed by the U.S. Department of
Transportation. Inthe current version of this plan, the importance of the end user
isrecognized explicitly. Therelevantsection states the ITS program should focus
on“‘providing effective, end-to-end, seamless, multi-modal transportationservices
forpeople wherever they live, work, and play regardless of age or disability. . .and
helping make travel time more productive, by flexibly enablingmore travel choices
formorepeople” (ITSA,2001). Thechallengeistodeliverasystemthatwillindeed
produce this seamless experience.

Incatalyzing this vision, itisuseful to consider the changes thathave occurred
intheairtravel reservation system. Even the prescient Robert Crandall (former
CEO of American Airlines) could nothave foreseen the extent to which consumers
would take control over their travel choice. The Sabre system was originally
designed for the travel agent, but, of course, the World Wide Web changed all that,
making the travel agent one of the many functions to be “disintermediated.” Inthe
spiritofthese times, the Sabre system gave birth to Travelocity, which has since
become ashining starinthe otherwise darker e-commerce sky. Indeed, thetravel
industry has beenrevolutionized by these information system changes, asanew era
ofinformation intensive user-friendly systems continues to drive personal air travel.
Looking more broadly atthe e-commerce industry, among those enterprises that
continue to shine, a fundamental principle is the dedication to a consumer focus,
alternatively termed mass customization (e.g., Dell), personalization (e.g., Ama-
zon), or, more generally, customer relationship management (CRM).

Forthe transportation professionals generally and the ITS program specifi-
cally, the corresponding challenge is to devise and execute an information system
that can satisfy the individual traveler and affect overall system choice and
performance. The lesson from CRM approaches (and the longer history of
customer-centric management models) is that information systems can allow for
both: generatingoverall systemefficienciesand devising highly tailored relationships
with customers (Vandenbosch & Dawar, 2002).

These findings beg the development of amore flexible transportation manage-
mentnetwork that can respond to personalized information and choice. While ITS
has increasingly allowed information to be available to consumers, it has not
achievedthelevel of useracceptance and use as the air travel reservation system
enjoys. Thisisdespitearecentnationwide effort to institute anational 511 traffic
informationsystem (ITSA,2002). However, there is abundant reason to believe
thatinformationabout choice enhances systemefficiency. Insurface transportation,
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choice has been constrained due to anumber of policy, market, and technological
circumstances. However, there are an increasing number of modal options being
pursued in metropolitan areas—transit, lightrail, car sharing, and e-commuting.
Therole ofthe ITS system should be to facilitate access to these modal options and
a user-centric ITS system should be charged with providing this information
intensive experience for these and other markets.

Create New Institutional Allegiances.

Underlying the tension in moving toward a customer-centric approach in
surface transportation is the industry’s institutional history with regard to capital
projects. Traditionally, surface transportation policy has concerned itself with
major project (i.e., highway) planning and construction concerns, rather than day-
to-day customer satisfaction (Lockwood, 1999). The customer-driven focus
suggested inthisarticle highlights the need to link information systems directly tothe
customers. Transportation managers have little to fear of being disintermediated;
infact, they have muchto gain fromaninformedtraveler who willuse the information
toalter travel time or mode to enhance their personal mobility, and by consequence,
enhance system mobility. While this objective may be laudable ata very general
level, actually finding the precise style of institutional partnership can be quite
challenging. The next generation of systems will do well by executing partnerships
intravel-service, navigation, electronic tolling, safety, and mayday servicesina
manner that was hoped for but not executed in the first generation of ITS
deployment.

Forsome, therecent retrenchment in the technology sector has givenrise to
concern aboutreliance on the private sector in providing information systems and
services to the public. Whathappens when private sector partners cannotreceive
adequatereturn of investment to justify participationin ITS programs? Forovera
decade, the ATIS industry has struggled to establish itselfas a profitable sector,and
itnow appears to function as a segment of larger database, mapping, and radio-
advertising market segments. Similarly, in terms of transportation sensing and
control systems, the major private sector participants often are rooted strongly in
public sector contracting, which can lead to an orientation around obtaining and
maintaining public contracts, rather than fulfilling the needs of the end user.

Perhaps the best way the public sector can reduce these uncertainties is to
articulate its strategic commitment to being a steady consumer and purchaser of
information systems that enhance user-based transportation services. The venue
to articulating this strategic focus is the transportation planning process. The
regional ITS architecture conformity requirements could be viewed as astarting
point for this strategic vision, as these architectures lay out a general scheme for
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deploying ITS intheregion. The nextgeneration of informationsystems forsurface
transportation should build on this planning framework toarticulate astrategic vision
of customer-oriented transportation information services and systems thatare fully
integrated with the physical and institutional aspects of the transport system.

Research on Users in the System

Returningtotheairtravel analogy, the explosion ofthe information dimension
ofthe airline travel business has an important message for infrastructure system
designers —the consuming public is ready to take charge of'its transportation
choices. However, just as the Sabre information system needed to be in place
beforethe benefits of yield management could berealized, the challenge for surface
transportation professionalsis to research and develop timely, useful, reliable, and
interpretable information systems that the consumer can use to guide their choice
ofmode, time, androute of travel. Further,acorresponding challengeistodevise
and execute an information system that can satisfy the individual traveler in this
manner whilehavingapositive effecton overall system choice and performance. In
this vein, research is needed on how various I'TS systems can become an integrated
means by which travelers can develop customized traveler plans—plans that can
benefitostensibly from archival and predicative information on system perfor-
mance.

Thisbegs theresearch and development of an I'TS management network that
canrespond to personalized information and choice. Research isneeded on the
specific user-information needs, delivery modes, and interface requirements for
several major traveler groups, including, butnot limited to, flexible travelers, e-
commuters (e.g., teleworkers), and interregional and intermodal travelers. These
services could utilize a variety of travel and traffic data. Withregardto the latter, a
major opportunity would be to develop new wireless based systems—including
using vehicles as probes. As noted earlier, the AutoNet program at Cal-IT2
represents one approach to thisresearch. Asacomplement to this engineering-
based analysis of wireless network potentials, additional business and organiza-
tional analyses are needed to assess the public-private business models for
deliveringand maintaining such systems.

Research on Complex Systems Development
Itisclearthatmanaging complex systems like the surface transportation system
necessitates a set of principles and knowledge at the interface of several fields:
transportation, engineering, economics, social science, and information systems
(Sussman, 2000). Yet, only now are we beginning to understand how these
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systems perform. The PeMS system under development by the University of
Californiaat Berkeley is anexample of the next generation ofanarchival-predictive
model thatholds promise forusing traffic data combined with management control
means (Variaya,2001). Itsuggests anew level of operations management that
needs to be integrated with policy, financing, and engineering approaches to
transportation management

Inlooking forresearch directions, an interesting parallel can be found from the
energy sector. Recognizing the dynamic nature of energy systems, the Electric
Power Research Institute (EPRI) has initiated a cooperative $30 million, five-year
program with the Department of Defense to develop a fundamental understanding
ofhow energy management can learn from complex system dynamics and, as a
consequence, devise morereliable and adaptive energy systems (Amin, 2000). A
similar effort may be needed in surface transportation. This would be aresearch
programthatdraws upon advances in complexity theory, user-driven systems, and
ITS lessons and developments to enhance the body of research on information
intensive surface transportation infrastructure. Such an effort would be consistent
witharecent National Science Foundation view that better theories and principles
on IT and infrastructure performance are needed to ensure the competitive
performance ofthe nation’s civil systems (Bordogna, 2001).

CONCLUSION

Inconclusion, thetimeisrighttoreconfigure the surface transportation industry
tobetter plan, manage, and disseminate informationrelative tousers of that system.
During the first decade of ITS testing, the dominant paradigm was one of
government-provided, industry-assisted forms of information to customers, with
the hope that some customers would respond and that this response would affect
transportation system performance. The “next generation” challenge for ITS isto
deviseaself-organizing information system, where the benefits of information are
realized through adynamic marketsystem that provides incentives for just-in-time
travel, travel substitution, and full-cost travel. The goal of such anenterprise should
be to create a close connection between the traveler, the system, and the
information guiding the system. Suchachange has already occurred in air travel.
Perhapsintwenty years, we willrememberatime whenitchanged insurface travel.
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ABSTRACT

Shared collaboration between distributed users gains more importance due
to the globalization of organizations and institutions. Besides exchanging
audiovisual data, sharing spreadsheets or graphics is of utmost importance,

especially in scenarios for tele-working or tele-education. Although the
Internet has gained more ground in our daily work, most applications

nowadays are not prepared for shared collaboration, and it is expected that
this non-awareness of distribution will remain persistent for most of the
applications. For that, application-sharing technologies have been developed
to encounter the problem sharing these kinds of applications among a set of
distributed users. Two different paradigms to realize application sharing can
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bedistinguished, namely sharing the application’s output or the application’s
evolving state. In this chapter, the realization of an application-sharing
service is presented, based on the latter paradigm, which is mostly suited for
closed development or teaching scenarios. The requirements for the service
as well as its realization are outlined, together with the lessons we learned
from this realization.

INTRODUCTION

For collaboration among a group of users, sharing audiovisual, textual,
graphical, oreveninterface-related informationisthe essence of systems thatrealize
computer supported collaborative work (CSCW). Several toolkits have been
developed andstudied inthe past. Since mostapplications beingused in private and
work lifenowadays are merely usable on the computer on which they are executed,
collaboratively working with a single application is the most challenging part of
CSCW. Thisisnotonly true because these applications are notaware that they are
executed in a distributed environment, but also, in particular, because of the
numerous possibilities of data to be shared among the distributed users when
performingalocal application.

Thus, the distribution of the application’s functionality over the network has to
beadded transparently and, more importantly, subsequently without changing the
application’s semantic. The effect has to be created at each remote site that the
applicationis running locally and, therefore, can also be controlled by any remote
user withamore or less immediate effect to the application.

Two different paradigms can be distinguished to tackle the above-mentioned
challenges, namely Output Sharing and Event Sharing. In Trossen (2001), a
qualitative comparison of both paradigms is presented, outlining the different
application scenarios for both paradigms. It was concluded that the latter is best
suited for closed group environments with a limited set of input data to be shared.
Asaconsequence, it seems to be a promising candidate for shared engineering
(Trossen, Schueppen & Wallbaum, 2001), multimedia presentation, or tele-
teaching scenarios.

This chapter presents a realization of the event-sharing paradigm, called
Multipoint Event Sharing Service (MESS), outlining the architecture and the
implementationissues to be addressed. For that,a component-based architecture
ispresented, which is mapped onto an object-oriented design to bring the system
tolife. The currently provided functionality and obtained performance is described,
which is very encouraging, especially for the targeted application scenarios.
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However, the realization encounters several difficulties, which will be presented as
the lessons we learned from our work.

The remainder of the chapter is organized as follows. After giving some
background information on different techniques for application sharing and their
applicability, we will define the requirements for the presented architecture. Based
on these requirements, we will outline the architecture and realization of the
application sharing service. We will also discuss the lessons we learned from our
implementation, and give pointers for further reading. The chapter concludes
eventually with adiscussion of our future work.

BACKGROUND

Therealization of application sharing involves the synchronized transfer of
application-specific dataamongusers, and it faces several challenges to be solved
(Trossen,2001):

*  Amount of transferred data: The amount of data per packet to be
transferred is part of the indicator for the generated network load.

*  Number of interception points: Each technique adds certain points to the
local systemto intercept the required information thatneeds to be distributed
among the session members. First, the information has to be extracted for
building the appropriate packet to be sent. Second, the packet has to be
transferred through the protocol stack degrading the overall system perfor-
mance. Additionally, together with the amount of transferred data (see
above), theresulting number of bytes to be sent over the network canbeused
asanindicator of the generated network load.

*  Heterogeneity: Sharing applications independent from eachmember’s oper-
ating system s crucial forawide applicability of the technique. This requires
appropriate software at each site.

*  Latecomer’s support: Joining the session later should be supported without
leading to inconsistencies of the shared application’s state.

*  Shared data problem: Using any kind of input data within the shared
application should notlead to inconsistencies of the distributed copies of the
application. Forinstance, no inconsistencies should occur when copying local
input data into a shared spreadsheet.

*  Synchronization: The shared instances of the application have to be synchro-
nized to ensure consistency of the workspace among all users due to the
different processing speed of the sites and the different delays of the
transmission lines.
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Twodifferent paradigms can be distinguished to tackle the abovementioned
challenges, namely Output Sharing and Event Sharing, presented in the following
subsections, summarizing the findings in Trossen (2001).

Sharing GUI Technique

The firsttechniqueis to share the application’s GUI output with the set of users.
For feedback from the receivers, any input data like mouse or keyboard events is
transferred back to the sender and fed into its local event loop for control. Figure
1 illustrates this technique. The server host runs the local application. Rendering
dataistransferred fromthe serverto the receiver group using a specific protocol,
e.g.,areliable multicast transport protocol. Obtaining the rendering data can be
realized either on windows engine level or on graphics engine level, resulting in
differentnumbers of interception points (Trossen, 2001).

Asindicated in Figure 1, event data is sent back to the server to be fed into
itslocal eventloop foraremote control ofthe application. Usually, transferring event
datatothe serveris controlled by means of floor control (Hao & Sventek, 1996),
i.e., the appropriate hostis selected based on asocial protocol with an associated
floor, representing the right to control the application.

Latecomer’s supportis provided by invoking a full refresh of the local GUI
resulting ina transfer ofthe entire GUI content to the receiver group. Furthermore,
the shared GUI approach allows a heterogeneous receiver group, assuming
appropriaterendering engines onthe client’sside. Asshownabove, the inputevent
dataisthe only datato be synchronized with the local application, whichisrealized
by means of floor control. Any additional data, like files or local device data, is held
locally with the server’s host. Hence, there is no shared data problem to deal with.
However, the different processing speeds of the client rendering engines have tobe
considered for synchronization of the workspace. For that, synchronization
points can be used, which have to be acknowledged by each member.

Figure 1. Sharing GUI Approach
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Sharing Event Technique
The second technique to solve the shared application problem is the sharing
eventapproach. The assumption being made is thatifasetofidentical applications
isexecuted with the same start state and evolves using the same sequence of events,
itstimeline evolution is identical on each site. Hence, the basic approach of this
technique can be outlined as follows:
*  definethestartstate to be distributed among all group members
»  startlocal copies of the application to be shared on each host
»  distribute inputevents ofthe current controlling group member to evolve the
currentapplication’s state

This technique is demonstrated in Figure 2. In contrast to the shared GUI
approach, thereisno central server after starting the shared application. The initiator
ofthe shared application session is merely used for defining the start state of the
application. Any inputdata is transferred from the current floor holder to all group
members. There is no central entity to which the input data is sent firstto determine
the new output.

Additionally, the number of interception points can be reduced drastically
since only the main input event handling loop of the current floor holder hasto be
intercepted and the (relatively) small packets are to be distributed to the other
participants (Trossen, 2001).

However, it can easily be seen that the homogeneity of the environment is
crucial dueto the requirementhaving alocal application instance. Hence, hetero-
geneous environments are not supported. Latecomers can be supported through
maintaininga history ofthe eventevolution thatis distributed to the recently joined
participant.

Figure 2. Shared Event Technique
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A special treatmentis necessary handling the shared data problem. If there
isanylocal datato be fed into the local instance, this case has tobe handled to ensure
consistency among the different copies.

Similarto the shared GUI technique, the different processor speeds have to
be considered for synchronization. Inserting synchronization events isacommon
solution for this problem.

Applicability of the Techniques

Eachapproach for tackling the application-sharing problem has its specific
advantages and weaknesses. The firsttechnique, either sharing the GUI on higher
orlowerlevel, is well- suited for heterogeneous environments and when using input
datathat cannot be shared among the other participants.

However, the shared event approach has also specific advantages, which
makes this technique attractive for specific scenarios. Dueto the local copy of the
application, the additional load on each host is expected to be much lower, which
increases the responsiveness of the system and thus improves the user’s perception
ofthe system. However, the problem of ensuring the consistency of each user’s
view whenusing shared datarestricts the applicability of the approach either tonot
using shared input data or to using the technique in local environments where data
sharing is feasible to some extent. Furthermore, this technique is notapplicable in
heterogeneous scenarios.

The following table shows typical scenarios for shared applications and the
applicability of both paradigms in these scenarios. Itis worth mentioning thatthe list
isonly meantto outline sample scenarios. Thus, the listis neither exhaustive nor
exclusive.

Itcanbe seen that the shared event technique is notapplicable to the last two
scenarios dueto the heterogeneous character ofthese situations, while the first three
scenarios are fairly good examples where the shared event approach promises to
provide ahigher responsiveness of the system and therefore an improved user’s
perception. Especially the multimedia presentationis hardly conceivable using the
shared GUI approach due to the large amount of data to be transferred, which is

Table 1. Scenario Examples and Paradigms Applicability

Scenario Description Shared GUI | Shared Event
Multimedia presentation in a local environment -- +
Programming environment in a lecture - +
Development environment in a closed user group - +
Spreadsheet in an heterogeneous Internet environment ++ -
Accompanying presentation in an Internet lecture + -
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avoided by thelocal copy ofthe application when using the shared event technique.
Furthermore, due to the local character of the scenarios, the shared data problem
canbe handled much easier.

Itcanbe summarized that the shared event technique is better suited for local
environments and high demands on the responsiveness of the shared application,
while the shared GUI approachisto be preferred in heterogeneous environments
and when having problems with data to be shared.

REQUIREMENTS AND ISSUES TO BE SOLVED

The main requirement for an application-sharing service is to enable a
synchronous view of an application on several participating computers. In Trossen
(2001), theidea was formulated to investigate the possibilities of applying the event-
sharing paradigm and the gain it can offer. In this work, arealization ofan event-
sharing service is proposed. Its design will be a consequence of the requirements,
presented in this section. Before outlining the requirements, some definitions and
theoretical background areneeded.

Definitions and Background

The state of an application describes the current snapshot of the application
itself and all resources it addresses. Resources can be anything that is not the
applicationitself, butis changed orused by the applicationto determine its behavior.
Examplesare files, registry entries, or the system time. Phenomena thatchange the
application’s state are called events.

A stable state of the shared application is given, if the execution behavior of
allinstancesis equivalent. Forexample, ifamenuentry is selected, the same action
belonging to the corresponding menu entry should be performed on all machines.
This stable state will sometimes be referred to as being ina consistent or equivalent
State.

Deterministic behaviorofanapplication means thatifaset of this application
is started in an equivalent state, and the same set of events is presented to those
instances, then the same state transitions will happen forall instances. Itisimportant
to realize that this definition of deterministic behavior is more relaxed as other
definitions, inthe sense thatresources thatan application might need are considered
aspartofthe environment. Where other definitions mightassume thatan application
isnolongerbehaving deterministically if, for example, the system time of the local
machineisused, thisdefinition regards the system time as a part of the environment.
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Givenanapplicationthatbehaves deterministically, the following statement is
valid:
Theorem 1: A setofinstances ofanapplication that behaves deterministically can
be heldinastable state ifthe starting state and all events can be captured.

Theproofofthisstatementisasimpleinduction: Assumeall instances instable
state atthe beginning. Since every event can be captured, these events are fed into
eachinstancetoinitiate a transformation of state. Because of the definitions of state
and event, the successor states are stable again from a viewpoint of a neutral
observer somewhere in the session.

Requirements
Apart from the major requirement that the application to be shared must
behave deterministically, the following requirements for the application-sharing
service can be defined to keep the shared instances in stable state over the timeline.
*  Allparticipating instances must startin an equivalent state.
*  Duringruntime ofthe session, all events that change the application’s state
must be captured and broadcast to all participants.
« Ifsomeeventsaccessresources, these must be provided to all participants.
*  Synchronization ofinstances mustbe offered.

Inaddition to these functional requirements, the following minor requirements
haveto be addressed by arealization.
*  Aninterface with the participant has to be offered.
»  Distributed messages have to be marshaled, i.e., being transferred in a
common syntax.
«  Latecomer’s supporthas to be addressed.

Sinceashared-applicationserviceis usingresources fromexisting conferencing
systems, such as Trossen (2000), the following requirements for this part of the
system canbe derived:

+  Conference management, i.e.,joining and leaving conferences, should be
provided.

*  Floor control is required to prevent multiple participants to control the
applicationsimultaneously.

*  Reliable message transport shall be provided with global ordering of mes-
sages.

+  Ifpossible, multicastcapabilities shall be utilized.
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MULTIPOINT EVENT SHARING SERVICE (MESS)

The abovementioned requirements will be used as a foundation for the design
of an application sharing service called Multipoint Event Sharing Service
(MESS), whichis based on the event-sharing paradigm. We will first outline the
architecture of the service before we presentrealization issues that we encountered.

Architecture

The left part of Figure 3 shows the components of the MESS architecture,
reflecting the practical proof of Theorem 1, i.e., the concept of starting in an
equivalentstate and evolving during runtime of the session.

This concept is reflected through the Starter/Static Replicator and the
Dynamic Replicator components. For these components to function, they need
someutility components. Atthe currently controllingapplication side, the Intercep-
tor gathersrequired eventinformation. The resources thatare used by these events
are recognized through the Resource Grabber. The actual sending of both the
needed resources and the events are prepared by the Sender/Synchronizer. This
componentalso takes care of the synchronization and offers latecomer support.
Therequired conferencing and data transmission functionality is provided by the
Conferencing component, and the interaction with the participant and coordina-
tion of components are performed through the Controller.

This component architecture can be transformed ina UML framework, as
shownintherightpartof Figure 3. Itis astraightforward mapping of the components
onto classes with dedicated methods. This framework acts as the foundation of the
actual implementation of the MESS architecture.

The tasks of each component are described in more detail in the following
sections.

Controller
The Controller has to start the service, implement the chosen policy for
conference management, and provide amechanism for atoken managementpolicy.

Interceptor

The Interceptor gathers required event information to be shared among the
users and to be used for synchronization. Twokinds of events need to be handled.
The firstincludes events originating from the user (user events). Examples are
mouse movement, mouse buttons pressed, and keyboard keys pressed. The
second type of events originates from the system. These system events havetobe
handled separately. As an example consider anapplication thatrenders and shows
ananimation. The animation speed will depend on the processing speed of each
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Figure 3. MESS Architecture
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individual computer. Ifthe event-sharing service merely shared the user events, the
participating computers would get more out of sync during runtime, since their
speed isnotthe same, although they were started synchronously. To cope with this
effect, the progress in execution can be monitored and steered by system events.
These events are notactually required to be shared since they are caused by the
program execution as such, and therefore they should appear on all participating
instances of the application. However, monitoring these events is required for
synchronization.

Resource Grabber

The task of the Resource Grabber is to locate and identify all resources,
including the application, onthe controlling end-system and distribute this informa-
tionamong the group to ensure a consistent state of the application.

Starter/Static Replicator

This component takes care of all instances of the application to be in an
equivalentstate upon startup. It decides whatresources will be distributed, and it
takes carethatthe local settings for each participant are brought ina consistent state.
Forthat, the input of the Resource Grabberisused.

Dynamic Replicator

The Dynamic Replicatoris responsible for keeping all participating applica-
tions in an equivalent state after the session has started by appropriately sharing
eventinformation, determined by the Interceptor, among the group.
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Synchronizer/Sender

The Synchronizer/Sender is responsible for synchronization and latecomer
support. For synchronization of user events, these events are broadcast, while all
applicationinstancesare halted locally. After successful delivery, thenextuserevent
isprocessed. For system events, the application is halted after n events have been
counted. These events are notbroadcast since they are generated by the system on
eachofthe participating instances. Only after n system events have been processed
onallinstances, application progress isresumed. For latecomer support, a form of
state dependent startup of the participating application is needed, which could be
provided usingalog file of previously occurred events.

Conference Control

This component deals as an interface to the underlying conferencing system,
using functionality for conference management, floor control, and transport func-
tionality.

Realization

The proposed MESS architecture was implemented as a prototype to
demonstrate the feasibility of the event sharing approach. Although the current
designallows for sharing all types of events and resources, the actual implementa-
tion hastomake certain tradeoffs to keep the realization simple and feasible, but also
to demonstrate the potential of the proposal. Asanaiveapproach, onecouldtry
towatch and share every thinkable resource. This isneither necessary nor desired.
Instead, onehastomakeatradeoffbetween maximizing the limitation inbandwidth
and system overhead on one hand, and to minimize the amount of applications that
need services that are notimplemented as aresult of the first on the other hand.

Asaconsequence, no system events are shared at this time, and there isno
synchronizationamongthe participants. Moreover, resource distributionamong the
participants is not provided. The current demo application is merely meant to
experimentwith the distribution of user events and to test the resulting functionality
ofapplications thatare shared in such a primitive environment. This functionality
reflects the most important part of the service, namely the evolution of the
application’s state and, therefore, demonstrates the ability of the conceptto provide
applicationsharing for certain scenarios. However, the missing functionality is easily
integrated, since it mostly deals with capturing additional events, and synchronizing
these appropriately atthe controlling site.

Asdemonstrationscenarios, simple textediting as well as rotation of complex
3D objectsare performed. The latter in particular happens in shared engineering
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scenarios, as described in Trossen, Schueppen and Wallbaum (2001), and is well-
suited to demonstrate the potential since it generates heavy graphical outputthatis
difficultto capture appropriately with output sharing systems. However, due to the
missing synchronization functionality, the computers usually run outof sync aftera
certain timeframe, which demonstrates the necessity of this functionality, i.e., to
slow down the faster end-system(s) appropriately.

EVALUATION AND LESSONS LEARNED

The MESS architecture can be evaluated as regards to complexity, function-
ality as well asresulting performance.

The proposed components add certain complexity to each end-system. The
variety of state information to be grabbed and distributed usually varies inmodern
operating systems, e.g., script files or registry settings. However, collecting this
information can berealized at central points by intercepting appropriate system
calls,e.g., forreadingregistry settings. Similarto state information, event intercep-
tioncanalsoberealized centrally by intercepting appropriate system calls. Thus, the
added overhead to the operating system is usually fairly minimal and centralized.

Although the proposed MESS architecture provides application-sharing

functionality for any kind of application with deterministic behavior, the actual

functionality highly depends on the maturity of chosen implementation detail. For
that, atradeoffhas to be made between the set of supported applications and the
chosen complexity. Forinstance, the demonstration application shows that syn-
chronization is necessary formany scenarios, though surprisingly many scenarios
canbe covered with limited or even no synchronization atall.

Performance ofthe proposed architecture can be evaluated in two dimen-
sions. First, the added overhead to the system due to the interception to gatherand
distribute event information is a major performance measure. For that, the
demonstration application shows that this additional overhead is fairly small.
However, adding more system events and resources to the pool of information
certainly decreases the overall performance, although the transmitted information
remains small. Asasecond measure, the bandwidth consumption ofthe serviceis
ofimportance. Anestimation for the bandwidth consumption during runtime canbe
made based on the text-editing demonstration. Assume areasonable amount of
entered text, e.g., 250 characters per minute. Further, assume one sync event after
each pressed key as a conservative approach. Thus, the bandwidth consumption
would be less than 700 bits per second with an event size of 16 bytes and a
synchronization message size of two bytes. Inthe example of rotating 3D objects,
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the overhead to the system and the consumed bandwidth is even smaller since user
events are usually generated with asmaller frequency. However, the bandwidth
consumed for distributing resource information heavily depends on the amount of
gathered information and the applicationas such. The moreresources are used, the
more information has to be distributed, either during startup or runtime of the
session.

As a summary, the most important lesson we learned was that the basic
concept of event sharing works with an impressive speed by leveraging local
processing speed for the application functionality. However, we also learned that
the integration of some system events with an additional synchronization to cope
with different processing speeds highly increases the spectrum of applications that
canbeused with the system.

FURTHER READING

Mostavailableapplication-sharing systems implementthe GUI sharing para-
digm, of whichmany are based on the X-Windows system, comprised of a central
serveron whichthe applicationis executed. The application’s outputis redirected
to X Windows clients forrendering. Extending this system to amultipoint scenario,
asdonein Altenhofenetal. (1993), Minenko and Schweitzer (1994),and Wolf,
Froitzheim, and Schulthess (1995), enables a shared application system for
cooperative working. However, floor control facilities have to be added for
coordinated control, which was done in Altenhofenetal. (1993) and Minenko and
Schweitzer (1994).

Despite the wide deployment of X Windows systems, their applicability is
mainlyrestricted to Unix systems. Although X Windows clientsoftwareisavailable
for other platforms, the problem remains to share, for instance, MS Windows
software on other platforms. Hence, the heterogeneity problem is only partially
solved when using an X Windows system. To tackle this problem, the [ITU
proposed a protocol for multipoint application sharing (ITU, 1998), defining
platform-independentrendering and interception functionality. The disadvantages
ofthis approach are mainly its underlying shared GUI approach, and therefore the
overhead on the server system and the usage of an ineffective transport system,
whichisdefinedinthe ITU T.120 standard.

The work in Hao and Sventek (1996) realizes the event-sharing paradigm by
replicating the entire data workspace before starting the application copies.
Dynamically including shared datais not supported. Synchronization among the
different copies is ensured for every incoming event, leading to a significant
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overhead instead of using specific synchronization events for overhead reduction.
Moreover, the eventmapping and distribution isrealized onacentral server. Hence,
the proposal follows a distributed application, buta centralized control approach.

FUTURE WORK

The proposed MESS architecture allows for sharing start state and event
evolution of applications among a set of local copies in a shared workspace
scenario, 1.e., itimplements the event-sharing paradigm. However, the functionality
of our demonstrator is currently restricted for the sake of simplicity.

In our future work, this functionality is to be increased, starting with the
synchronization functionality to cope with out-of-sync effects. Moreover, finding
some optima for the applications that can be served by the MESS while keeping
the used bandwidth to aminimum is a field of future work.

Inaddition to enriching functionality, more systematic evaluation scenarios
have to be defined to become a clear view of the overhead added to the system.
Moreover, the demonstration system is used within a project, realizing a workspace
forshared engineering (Trossenetal.,2001).

CONCLUSION

This chapter presented the issues and the lessons we learned when implement-
ing the multipoint event sharing service (MESS). For that, we outlined the basic
techniques of two different paradigms to tackle the problem of sharing applications
vianetworks, namely sharing an application’s output or sharing the application’s
state viathe network. We showed that for specific scenarios thathave an inherent
locality of shared data and a homogeneity of end-systems, the event-sharing
paradigm seems to be apromising candidate to increase the efficiency of application
sharing. For the realization of this paradigm, we defined aset of requirements to be
fulfilled, which were the foundation for our architecture of MESS. The components
ofthis architecture were outlined together with the realized objects.

Our prototype showed promising results with respect to its simplicity on the
onehand and the increased performance on the other hand, although the simplicity
hastobere-evaluated when considered ina full-blown implementation. However,
it was shown that with a fairly simple set of events, a fairly wide spectrum of
applicationsisenabled thatcan be shared vianetworks. As for future work, the main
task lays inthe integration of more and more events, in particular systemevents, in
our prototype. Furthermore, the appropriate grabbing of dynamically used re-
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sources remains the key issue for certain scenarios, which will be addressed in our
future work.
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ABSTRACT

Neural networks have been repeatedly shown to outperform traditional
statistical modeling techniques for both discriminant analysis and forecasting.
While questions regarding the effects of architecture, input variable selection,
learning algorithm, and size of training sets on the neural network model’s
performance have been addressed, very little attention has been focused on

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



94 Walczak, Yegorova & Andrews

distribution effects of training and out-of-sample populations on neural
network performance. This article examines the effect of changing the
population distribution within training sets for estimated distribution density
functions, in particular for a credit risk assessment problem.

INTRODUCTION

Astheavailability of information continues to grow (e.g., through the World
Wide Web or other electronic record keeping), the complexity of business decision
making increases proportionally (Walczak, 2001b). Decision supportsystems,
dataminingtools, and artificial intelligence programs attempt to facilitate business
decision making or solve business problems. Neural networks, anonparametric
modeling technique, have been shown to work well for many types of business
problems (Li, 1994; Patuwo, Hu & Hung, 1993; Widrow, Rumelhart & Lehr,
1994; Zahedi, 1996). Additionally, many researchers have demonstrated empiri-
cally thatneural network models outperform the more traditional statistical models
including regression, logit, decision trees, and discriminant analysis (Bansal,
Kauffman & Weitz, 1993; Patuwoetal., 1993; Piramuthu, Shaw & Gentry, 1994).

What factors enable the nonparametric neural network models to outperform
the traditional parametric statistical methods? All parametric statistical methods,
including regression and Bayesian classification, necessitate that the population
distribution or variable distributions adhere to pre-defined characteristics such as
amultivariate normal distribution (Klecka, 1980). When variable distributions are
unknown, as frequently happens in business problem solving (e.g., bankruptcy
prediction, credit assessment, and investment risk analysis), then the more tradi-
tional methods, including Bayesian classification, cannot be applied accurately
(Patuwoetal., 1993). Nonparametric approaches, such as neural networks, are
needed to determine group conditional distribution functions when a priori
distributions are unknown (McLachlan, 1992).

Anunanswered question, however, inthe field of neural networks is the effect
of unequal population distributions and their maintenance as a representative
sample or alteration as a stratified sample in the training group used to build the
neural network classificationmodel. A heuristic thatisnormally followedbyneural
network researchersisto include the greatestamount of data possible in the training
samples (Hung, Hu, Shanker & Patuwo, 1996; Hu, Zhang, Jiang & Patuwo, 1999;
Patuwoetal., 1993; Smith, 1993; Zahedi, 1996), which promotes the usage ofa
representative training sample that maintains distribution differences.

Anotherpotential problem withthe use of stratified training sets is that the effect
of unequal distributions is greatest when the overall population has very few
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elements (e.g., a 90/10 distribution between two categories over 100 samples
leaves only 10 samples of the smaller category to be divided across the training and
testsets) and in practice many interesting business problems have limited data sets
(Smith, 1993). Berardi and Zhang (1999) specifically state that small group
classification with neural networks is particularly sensitive to sampling variations.
Althoughrecentevidence suggests thatneural network training may be optimized
with very small data sets (Walczak, 2001a), most researchers still feel more
confident if larger training sets can be instantiated. A common method for
maximizing the size of the training set when small real-world data populations exist
is to utilize either bootstrapping or jackknifing (Efron, 1982). The jackknife
process, which isaspecialization of the bootstrap method, would create N different
training sets of size N-1, with each data sample being used as the hold-out test
sampleasingle time. Theaggregation ofthe Ntestresults effectively approximates
theresults ofan overall model (Efron, 1982). Unfortunately, the use of either the
bootstrap orjackknife methodology necessarily creates arepresentative training
sample thatclosely emulates the data distribution inequalities found in the popula-
tion.

This chapter examines the effect of using stratified training samples when data
samples have anunequal distribution foratwo-group classification probleminthe
domain of credit scoring for bank loans. A modified bootstrap processis created
tomaintain predefined distributions within the training sets. Theresults empirically
indicate thatequal distributions of each category within the training set produces the
optimal generalization capabilities of neural network classification models, while
representative training samples (especially when the probabilities of group mem-
bership are widely disparate) will produce sub-optimal results.

BACKGROUND ON NEURAL NET BUSINESS
CLASSIFICATION MODELS

Aspreviously stated, neural networks are widely used for solving business
classification problems. When building neural network models of business
problems, several questions mustbe answered. Among these questions thatare
addressed in the next section are which variables to use as input values (Smith,
1993; Tahai, Walczak & Rigsby, 1998) and the quantity and arrangement ofhidden
nodes (Walczak & Cerpa, 1999). Both ofthese decisions will have an effect on
the performance as well as the complexity of the problem that may ultimately be
solved by the neural network models. Another design decision for the neural
network developer is which learning algorithm to use to train the weights of the
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resulting neural network model. Because historic examples with known outcomes
areavailable for training purposes, only supervised learning methods are consid-
ered inthis chapter.

Previousresearch on classification models has demonstrated that the “learning
vector quantization” learning method is well-suited for classification type problems
(Walczak, 1998), and so the learning vector quantizationmethod is evaluated inthe
research reported in this chapter. Additionally, the backpropagation learning
method is commonly used (Fu, 1994; Widrow etal., 1994) and has been proven
to be able to solve most complex association problems (Hornik, 1991; Hornik,
Stinchcombe & White, 1989; White, 1990). Since other reported research is
largely focused on the backpropagation learning method, this method will also be
evaluated in the research reported in this chapter to enable comparison to other
research.

Two ofthemore common applications of neural network classificationmodels
in business domains (Zahedi, 1996) are for bankruptcy prediction (Fletcher &
Goss, 1993; Raghupathi, 1996; Sharda & Wilson, 1996; Wilson & Sharda, 1994)
and credit/loan appraisal (Piramuthu et al., 1994; West, 2000). West (2000)
indicates thata lenderusing aneural network credit scoring system was able to
achievea 10 percentimprovement in accuracy over their previous system.

Some of the interesting aspects of previous research are that three of the five
cited studies use a population of paired samples with representative training sets,
sothatthe failed and non-failed groups or default and full repayment groups have
equal probability of occurrence. Fletcherand Goss (1993)use asample size of36
firms and rely on an N-fold cross validation to handle the small amount of data,
whichinpracticeisthe same asabootstrap. Small data sets are acommon problem
indeveloping business classification models. Piramuthu etal. (1994) use two
different data sets, each with equal probabilities of membership, thathave 36 and
100samplesrespectively for loan default classification (two groups) and creditrisk
classification (five groups) and a 10-fold cross validation (bootstrap) isused to
overcome the small sample sizes.

Wilsonand Sharda (1994) performed some early experiments in the domain
ofbankruptcy classification that examined the effect of different distributions
between two groups ontest sets thatalso had varying distributions. They used three
combinations of training and test sets: 50/50, 80/20, and 90/10 distribution
probabilities with the second number representing bankrupt firms. Their prelimi-
nary findings indicated that classificationresults for thenine different neural network
models was best when the distribution of the training set matched the distribution
of the test set. Hence, a representative training sample that preserves the
distribution inequalities of the population produces the optimal performance. Hu,
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Hung, Shanker and Chen (1996) follow the representative training sample philoso-
phy to construct neural network models that classify Sino-foreign joint ventures as
unsuccessful orsuccessful, with the population having a 90/10 probability distribu-
tion. Theinitial results for the Sino-foreign performance classification problem were
sub-optimal.

Laterresults on bankruptcy problem that utilizes three different group mem-
bership probabilities (Sharda & Wilson, 1996), indicated that the stratified 50/50
training group (representative for the 50/50 test set only) outperformed all other
representative or stratified training set neural network models on all combinations
of test set distributions (50/50, 80/20, and 90/10). Unfortunately, the other
bankruptcy and credit scoring neural network research forces a 50/50 represen-
tative distribution and test set by limiting the population and, hence, the sensitivity
of the smaller group in the real-world to the training set distribution cannot be
effectively measured (Berardi & Zhang, 1999).

METHOD

Before presenting the methodology used to investigate the effect of represen-
tative versus stratified training sets for classification problems that have unequal
populationdistributions, the impetus for considering anon-representative training
setisexamined.

Need for Stratification in the Training Set

Whenever a classification problem has equal probability of membership in
each ofits categories, then the issue of representative versus stratified training sets
iseliminated. However, whenunequal probabilities of group membership exist, a
classificationmodel maximizesits generalization performance by weighting predic-
tions accordingly (Klecka, 1980; McLachlan, 1992). This means thatifatwo-
group classification problem has a probability of membership in the first group of
80percent, then itshould be 80 percent likely that any unclassified sample belongs
to the first group. Alternatively, an 80 percent classification accuracy may be
achieved by placing all new observations into the first group, regardless of actual
group membership. Although placing all out-of-sample ornew objects into the
group with the largest membership achieves a very-high classification accuracy, it
isuninteresting since effectively the decision process has been eliminated and all
objects are treated as equivalent in the world.

Thepresence ofany significantinequality within group distributions may cause
certain neural network and statistical models to maximize their performance by
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effectively eliminating membership inthe smaller group. Asanexample, alogistic
regression model was constructed for the previously mentioned Sino-foreign joint
venture (Huetal., 1996). This logistic regression model achieved a classification
performance ofalmost 91 percent, which was over two percent above the closest
neural network model, by classifyingall of the joint ventures as not-so-successful
(Group2). Thedistribution between the not-so-successful group and the success-
ful groupwas 90.84/9.16 for both the training and evaluation samples. The disparity
of the exclusion effect just discussed increases as the probability of group
membership in the smaller group approaches zero.

Problem and Data Description

The classification problem used to investigate the effect of stratified versus
representative training samples is aloan default/repayment problem. The dataset
isthesame asused by Yegorovaetal. (2000;2001) and is acquired from the files
ofaregional economic development lender whose role, among other things, is to
provide financing to small companies that are expected to promote job growth and
contribute tothelocal economy. A cross-sectional review of the industries involved
reveals a variety of businesses including woodworking, paper, boating, and
equipment manufacturing to support fishingand lobstering. The sample used inthis
paperis limited to loans extended to small, expanding manufacturing businesses,
sincethis category has the largest percentage ofloans and also includes a proportion
ofloandefaults, thus creating a two-group classification problem. The scope of this
sample is also limited because homogeneity of data is critical to the predictive
capacity of failure predictionmodels, as discussed in Scherr (1982).

Thelender’s terminated loan portfolio includes 102 loans made to expanding
manufacturing companies. Terminated loans are defined here as loans thatare
either paid off by the borrower or are in default. Loans that were innon-accrual
status as of the sample date, but not charged-oftby the lender, were excluded from
the sample. This elimination process and incomplete dataresulted inonly 61 loans
with 15 defaults in the final sample. The sample covered loans that were made by
thelender from 1983 to 1998. The sample data have a 75/25 distribution for the
paid offand defaulted loans made by the lender.

Data fromthe lenderand transformations include 138 variables representing
various loan characteristics comprised of non-financial data as well as common
balance sheet and income statement items. Data were collected for two consecu-
tive time periods, when available, so that differences and growth rates could be
calculated. Selection ofthe input variables may have asignificanteffect on the
performance ofneural network, as well as statistical, models (Smith, 1993; Tahai
etal., 1998; Walczak & Cerpa, 1999).
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The focus of the presented researchis to evaluate the effect of stratified training
setsandisnotconcerned with the construction of an optimal loan defaultevaluation
model, and as such selects nine variables that are common elements in anumber of
financial ratios and their reciprocals. Thenine variables selected for the presented
researchmodels are currentassets, liability, current liability, inventory, working
capital, equity, sales, cash, and long term debt. These variables should provide a
breadth ofinformationregarding the loanrecipients and still minimizes the size of the
neural network to limitextraneous effects fromnoise and over-fitting ofthe data set.
Use of the actual ratio and reciprocal values may serve to further increase the
classification performance of the reported neural networks (Yegorovaetal.,2001).

Neural Network Architecture and Training Set
Construction

Initially, twodifferentlearning algorithms are evaluated: backpropagation (BP)
and learning vector quantization (LVQ). Each neural network has the nine
independent input variables (listed in the previous section) and two dependent
output variables. The two output variables serve as categorical variables for full
repayment and default status on the loans. The use of two output variables
representing the differentclassificationsisrequired by the LVQtrainingmethod and
consequently is also used for the BP training method to eliminate any unforeseen
biasing effects from a different architecture. Additionally, the use of the two
categorical output variables also eliminates any arbitrary decisionregarding the
optimum cutoff value for a single valued output to be mapped to the two
classification groups, and a winner-take-all strategy isused to select the predicted
category from the two output variables.

Effective comparison of classification performance across multiple neural
network models requires thatnoise or variance sources be minimized. Therefore,
asingle neural network architecture mustbe selected for evaluating the effect of
changingthe distribution in the training sets used to build the corresponding neural
network models, and other training variables such as the momentum term and
learning coefticient are kept constant for all of the neural network models. Each
neural network model will be trained/developed withits respective training setand
tested asingle time on the test set of out-of-sample data items. This means thatthe
only variation between the neural network models performance should be derived
solely fromthe differences in the training set composition, whichis derived fromthe
differentdistributions described below.

Several differentarchitectures are evaluated to approximate an optimal neural
network model for the specified independent variables. Sinceasinglearchitecture,
actually one for eachneural network learning algorithm employed (BPand LVQ),
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the differentarchitecturesareall initially developed using the representative training
sets and the architecture that has the best classification performance is then used
withall ofthe othertraining sets forcomparison. Thisapproach willnecessarily bias
theresults in favor of the representative training set neural network models, but
avoidsthe problem of other bias effects introduced through variations in the neural
network’s physical architecture.

The size of the neural network architectures is minimized to avoid difficulties
from over-fitting the data, and each architecture has its quantity of hidden nodes
incremented by two until generalization performance starts to decline, indicating
over-fitting of the data(Walczak & Cerpa, 1999). The best performing architec-
ture, using therepresentative training sets, for the BP algorithmis atwo-hidden layer
architecture with eight perceptrons in the firsthidden layer and four perceptrons in
the second hidden layer, while the best performing architecture for the LVQ
algorithm has aKohonen layer of 18 elements.

The datasetisthen divided into training and test sets to build and evaluate the
generalization performance of each of the two networks. The first collection of
training and test sets is generated using the jackknife methodology (a specialization
ofthe bootstrap method) (Efron, 1982), which holds outa single data sample and
uses the remaining 60 data samples as the training group. This processisrepeated
61 times so that every data sample may serve as the single test case and the neural
network is completely re-trained with each of the 60 new training sets to generate
anunbiased model. Thejackknife method producesa collection of representative
training sets that maintain the 75/25 distribution between the two classification
groups.

A technique that is similar to N-fold cross validation or bootstrapping is
developedto create and evaluate different stratified training sets. The “modified
bootstrap”is amixture of the jackknife methodology, which guarantees thatevery
member of the population will be used in a hold-out sample, and the bootstrap,
which enables multiplerandom samples to be held-out simultaneously, thus creating
asmallertraining set. The size of the training sets is governed by the quantity of
samples from the smallest classification group. As an example, for the loan
evaluation data set, a 50/50 stratified training set would only permit 14 or 15
(depending on the sample item to be held out) members of the larger 46-member
group. Each member of the smaller group is held out a single time, similar to the
jackknife, with training set elements from the larger group randomly selected to
satisfy the distributionrequirements. This processisrepeated until all elements have
served as an out-of-sample test item a single time. Due to the reduction in the
quantity of the larger group members required for the training set, multiple item tests
may be performed onasingle neural network model (derived from asingle training
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set), but care must be taken not to duplicate the test evaluation of any population
member so as notto introduce any artifacts.

Usingthe “modified bootstrap” method just described, training sets that satisfy
astratified distribution of60/40 and 50/50 are instantiated and used in determining
the effects of stratification of the training sets. A possible side effect fromusing the
modified bootstrap method is that the size of the training set is constrained by the
quantity of samples in the smallest classification group, such as amaximumtraining
setsize of 28 to 30 samples for the 50/50 stratified distribution training set. Since
fewer members ofthe known population are present in the training set, anegative
generalization bias may ensue (Smith, 1993). Results forthe three different training
set distributions are presented in the next section and even if a training bias is
introduced through the modified bootstrap method, the stratified training sets still far
outperformtherepresentative training set.

RESULTS AND DISCUSSION

Theresults of the LVQ neural network models for each of the three different
training set distributions, one representative and two stratified, are presented in
Table 1. Itshould benoted that because of the jackknife and “modified bootstrap”
approaches, the classification accuracy for the both the LVQ and BP neural
networks are for all 61 members of the population and generated from the
aggregation ofupto 61 different training sets (for the representative 75/25 training
group using the jackknife with only 15 training sets needed for the “modified
bootstrap” 50/50 training group).

Table 1. LVQ Neural Network Classification Performance for Three Different
Training Set Distributions

Training Set Repayment (Group 1) Default (Group 2) Overall Classification
Distribution | Classifications (N =46) | Classifications (N = 15) Accuracy
Representative 33 (71.74 %) 4 (26.67 %) 60.66 %
75/25
Stratified 36 (78.26 %) 6 (40.00 %) 68.85 %
60/40
Stratified 37 (80.43 %) 10 (66.67 %) 77.05 %
50/50
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The smaller Group 2 classifications appear to mirror the probability of
membership inthe training setuntil the equally distributed 50/50 stratified training
setisused, and then itjumps to well over 50 percent classification accuracy. As
a further test of this statement, stratified training sets are constructed using the
modified bootstrap approach with a group distribution of 65/35. The newly
constructed training sets are then used to build neural network classificationmodels
thatare subsequently used to evaluate only the loan default Group 2 test cases. This
experimentyields a classification accuracy of the loan default, Group 2, members
of37.5 percent. Futureresearch isneeded to determine ifthere exists aminimum
distribution threshold that mustbe surpassed in order for classification accuracy of
anLVQneural network model to exceed the simple group membership probability.

While the classificationaccuracy of the smaller loan default group members
continues to rise as the probability of group membership approaches equality
across the two groups, a corresponding decrease in the classification accuracy of
the larger full repayment group members does not occur. Thisresultis unexpected
since the much heavier emphasis, in the representative and intermediate stratified
training sets, formembership in the full repayment group, Group 1, should bias the
classificationresults ofthe associated neural network model accordingly.

To demonstrate, the 61 members of the loan classification population are
divided into two distinct groups: one that contains only the 46 members of Group
1, the full repayment group, and the other that contains only the 15 members of
Group 2, the loan default group. This produces two populations that have
membership probabilities of 100/0 and 0/100 respectively. A jackknife procedure
is used to build LVQ-trained neural network models to predict the group
membership of these two populations, using the same architecture previously
described, with two output categorical variables. The resulting neural network
modelsboth produce 100 percentaccuracy in classifyingall test cases as belonging
to the corresponding group. These two monotype populations demonstrate that
very large biases (maximum in this case) can produce corresponding probabilistic
(certainty) biases in the output of aneural network.

The LVQneural networks are trying to accommodate the presence of two
groups inthe population. Thedifficulty arises inthatthe representative group does
not provide enough information for the LVQ neural network to adequately
distinguish between the two-group membership criteria. Even though the number
of Group 2 (loan default) members in the training set stays the same (as in the
representative set) inthe stratified training sets, the relative importance of the Group
2 members increases to40 and 50 percent of the population, as recognized by the
training set. The more balanced representation prevents the larger group from
dominating the training and enables the LVQ neural network to more adequately
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determine the membership criteria forall of the classification groups. Thisbalanced
knowledge from the 50/50 stratified training set is what enables the neural network
toimproveits classification accuracy for both groupsin the classification problem.
Since the classification accuracy for both groups (and overall) increases as
stratification moves towards an even distribution, the evenly stratified training set
clearly produces optimal results for the LVQ neural network learning algorithm.

How dothe LVQ and BP neural networks evaluate with respect to standard
statistical models? Because of the two categorical dependent variables, regression
analysis may notbeused. Forany two-group classification problem, pure chance
willaverage a 50 percent classification accuracy rate. Real-world problems also
may nothave well-defined a priori distributions, so the use of a Bayesian classifier
is problematic. However as stated before, business classification problems
frequently haveacollection ofhistoric examples with known outcomes, whichisthe
reason that supervised learning neural network models can be developed. Thea
prioripopulation distributions may be approximated by using the distributions
found inthe collection of historic training and test set samples, or for the loan risk
classification problema 75/25 distribution. Thisimplies thatcare mustbe takento
collectrepresentative data samples for model development and analysis.

A simple Bayesian classificationalgorithmthatutilizes the apriori distribution
knowledge produces amean overall classification accuracy of 62.9 percent. While
therepresentative training set develops aneural network model with classification
accuracy below the Bayesian level, both neural network models trained with
stratified training sets have superior performance.

Classificationresults for the backpropagation neural network models, trained
withall the different training set distributions, are presented in Table 2. Theneural
networks trained using the BP training algorithm appear to have become trapped
inalocal minima and produced classification predictions for all members of the
population, when trained using arepresentative training set, as belonging to the full
repayment group. Thisis similarto the problem encountered by Huetal.’s (1996)
logistic regression model. The BP neural network “learned” to maximize its
performanceby classifying all new data samples as belonging to the group that has
the highest probability of membership. While this did produce an overall prediction
accuracy of 75.41 percent, the fact thatno defaulting loan applicants are identified
carries alarge costto the lending institution for the classification errors (Berardi &
Zhang, 1999).

Asexpected, the classificationaccuracy forthe larger group decreases as the
distribution shifts towards beingmore even, while the classificationaccuracy forthe
smaller group increases. The overall classification accuracy improves by 4.2
percent. Whilethe overall classification accuracy is best with the evenly distributed
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Table 2. BP Neural Network Classification Performance for Three Different
Training Set Distributors

Training Set Repayment (Group 1) Default (Group 2) Overall Classification
Distribution | Classifications (N =46) | Classifications (N = 15) Accuracy
Representative 46 (100 %) 0 (0 %) 75.41 %
75/25
Stratified 40 (86.96 %) 6 (40 %) 75.41 %
60/40
Stratified 36 (78.26 %) 12 (80 %) 78.69 %
50/50

training set’s neural network model since the increases to the smaller groups correct
classifications exceeds the decreases to the larger groups correct classifications, the
factthatthe two individual group accuracies are moving in opposite directions
implies that further evaluation is needed to determine the “best performing” neural
network model.

Berardiand Zhang (1999) suggest that the cost of misclassification should be
used for evaluating the performance of classification neural network models. The
directcosts forthe lending institution are lost interest on the loans formisclassifying
the repayment group members and lost value of the loan for misclassifying the
default group members. Otherindirect or hidden costs, such asthe unavailability
of funds for a repayment class loan due to a default loan being made and the
possibility of bankruptcy or other problems forarepayment group member thatis
unable to obtain the primary loan, are not considered. Values forloans made by
the modeled lenderare displayed in Table 3.

Misclassification costs for the representative model are then just the lost total
loan to the default group since all loans are classified asrepayable, whichresults in
atotal cost forusing therepresentativemodel of$1,296,652. The misclassification
costs for the other two neural network models have mixed components (from
misclassifications of members in both groups) and will be approximated using the
average values displayed in Table 3 and assume equal monthly payments for the
duration ofthe loan. Therespective costs, using the aforementioned calculation
method, for the 60/40 and 50/50 neural network models are then $1,039,773 and
$695,633.

The 60/40 stratified backpropagation neural network model is more cost
effective than the representative model (although both have misclassifications costs
ofoveronemilliondollars). Thisindicates thatusing the direct costs to the lender,
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Table 3. Lender Values for Loan Amount, Interest Rate, and Duration of Loan

Class Total Loan | Average Loan | Avg. Annual Interest Rate | Average Duration
Repay | $5,223,402.38 | $113,552.23 0.108707 6.28 years
Default | $1,296,652.00 $86,443.45 0.109333 5.47 years

itismore costly tomisclassify adefaultborrower than arepay borrower. Theevenly
distributed stratified BP neural network model reduces the misclassification costs
ofthelender fromusing arepresentative training sample by $601,019 oranalmost
54 percent misclassification cost reduction. Bearing in mind that only direct
identifiable costs are used in this empirical study, the evenly distributed training set
produces the highest performing neural network model for both the LVQ and BP
methodneural networks.

SUMMARY

The research presented in this article demonstrates that neural network
solutions to two-group classification problems with small data sets are optimized
when the training sets used to build the neural network classification models are
stratified to contain equal membership from each group. This is particularly
important for those real-world problems thathave unequal membership probabili-
ties. These findings may help explain some of the less than optimal results from
previousresearch (Huetal., 1996) with neural networks that utilize representative
training samples from unequally distributed populations. For the loan repayment
classification problem presented in the article, moving froma 75/25 representative
training setto a 50/50 stratified training set increased the classification accuracy of
the LVQneural network model by over 21 percent for generalization toreal-world
populations and also realized an estimated misclassification cost reduction of
$601,019.

A modified bootstrap method is described to enable the maximum use of
population members in training sets, while still maintaining a stratified balance
between the group memberships in the training set. Additional researchisneeded
to extend these results to N-group classification problems, where Nis greater than
two, withunequal probabilities of membership in the various groups.

Theresearchresults described in this chapter examine unequal population
distribution effects onareal-world, two-group classification problem. Additional
researchisneeded to examine if the proposed research methodology of utilizing
evenly distributed group membership in training sets for supervised learning neural
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networks is extensible to multi-group (three or more groups) real-world problem
sets.
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Chapter VIII

Executive Information
Systems Use in
Organisational Contexts:
An Explanatory User
Behaviour Testing

George Ditsa
University of Wollongong, Australia

ABSTRACT

Executive Information Systems (EIS) are designed to enhance the managerial
roles of executives, including other senior managers, in organizations.
Despite reported growth in the popularity of EIS, there are reports of low
usage of these systems that, inpart, contributes to their failures in organizations.
The majority of prior EIS research has focused on documenting the features,
benefits, development methodologies, and implementation of the systems.
However, very few research studies address the problem of low EIS usage
from behavioural point of the user. This chapter reports on a research on the
use of EIS in organizational settings. The primary focus of the research is to
investigate factors that explain users’ behaviour towards using EIS. Itis also
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aimed at identifying the relative importance of those factors that determine
the use of EIS. The research model is based on Triandis’ theoretical
framework, a model from organizational behaviour. The research model is
used to hypothesis that EIS use (behaviour) is determined by EIS experience
and ability to use EIS (habits),; subjective norms, roles, values and social
situations (social factors), perceived usefulness of EIS (consequences), user
satisfaction with EIS information, system, support, and plan (affect); and EIS
development processes, management processes and organisational
environment (facilitating conditions). Field data obtained by survey
questionnaire from CEOs, CFOs and one other executive from 255
organisations using EIS in Australia were used to test and confirm the
appropriateness of the behavioural model through correlation and regression
analyses. The results of the study have some implications for research and
practice.

INTRODUCTION AND RESEARCH PROBLEM

The success or failure of information systems (IS) has been the focus of studies
by IS researchers in the pastdecades. Underutilisation of IS has generally been
identified in the IS literature as one of the sources of IS failures, and system usage
is even often used as a surrogate of IS success. As hardware and software
capabilities continue to advance atan alarming rate, the problem of low system
usage stillremains (e.g., Weiner, 1993; Johansen & Swigart, 1996; Venkatesh &
Morris, 2000).

Informationis one ofthe crucial resources to an organisation in the following
areas (Choo, 1998): sense-making of the external environment, knowledge
creation, and decision-making. Executives’ demand for suitable information
systems to support their managerial activities has led to the development and
implementation of executive information systems (EIS). These systemsare tailored
tomeetthe managerial demands of individual executives. Along with the success
stories for these systems, however, there are many examples of EIS failures, some
of which are due to the non-use of the systems (Glover, Watson, & Rainer, 1992;
Schenk, 1992; McBride, 1997).

Whereas these systems have attracted a growing number of research studies
inrecenttimes, areview ofthe EIS literature reveals that few studies have been done
onthereal use (thatis, the active engagement) of the systems. The majority of the
prior EIS research studies have focused on documenting the features, benefits,
development, methodologies, and implementation of these systems by using case
studies and interviews (e.g., Rainer & Watson, 1995; Nandhakumar & Jones
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1997; McBride, 1997; Watson, Houdeshel & Rainer, 1997; Bajwa, Rai &
Brennan, 1998; Vandenbosch, 1999; Watson & Carte, 2000; Scholz, 2000). The
research studies on this side are much more thorough and extensive than on the use
side. Ofthe limited research studies on the use side, very few used appropriate
reference theories thataddress systemuse as abehaviour (Trice & Treacy, 1988).
Thesesstudies are alsomixed, with only a very small number addressing the problem
oflow EIS usage. Putsimply, the research approaches toresolve EIS failures are
more technical and technological than social, cultural, political and organisational.

Althoughrecentstudies (Bergeron, Raymond, Rivard & Gara, 1995; Carte,
1999; Watson & Carte, 2000) indicate there is a growing popularity of EIS, and
new concepts suchas enterprise resource planning (ERP), data warehousing, data
mining, OLAP, ROLAP, MOLAP, Internet, Intranet, Extranetand the Web are
givingrise to arenewed need to provide executives with a meaningful view of
corporate information, the of problem low EIS usage still remains.

The growth in popularity and the marked lack of empirical research studies to
address the problem of low EIS usage necessitate this research study. Theresults
ofthis study are aimed athelping suggest those social, cultural and organisational
factors thatneed to be considered in the development and implementation of EISs
toimprove theirusage in organisations.

Inthe following sections of this chapter, the research questions are presented,
followed by the theoretical perspective for this study. Definitions of EIS and abrief
overview of EIS are then presented, followed by some previous research studies
on EISusage. The chapter continues by presenting the nature of executives’ work
and how EIS fits into their work. The theoretical framework, the research model,
the hypotheses, and the research methodology for the study are next presented.
Finally, the chapter concludes by presenting results of the study with discussions and
then some suggestions for future trends.

RESEARCH QUESTIONS AND CONTRIBUTIONS

Information systems are social systems. Studies (e.g., Sauer, 1993;
Poulymenakou & Holmes, 1996; Nandhakumar, 1996) have suggested that the
success or failure of an IS cannot be explained purely in technical terms, and that
theroots of successful IS lie in the social and organisational context. Studies ofthe
Stock Exchange Taurus system (Currie, 1995), the London Ambulance system
(Beynon-Davies, 1995), the Confirm system (Oz, 1994) and some others (Sauer,
1993; Mitev, 1996; McBride, 1997) have also indicated that the complex
interaction of the social, cultural, political and organisational elements with the
technical elements results in the failure of ISs.
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Thesuccess or failure of IS is therefore inextricably linked with the dynamics
ofthe organisation within which they exist. McBride (1997), who studied the rise
and fall ofan EIS ina UK manufacturing company over nine years, concludes that,
“no study that concerns itselfwith how to develop asuccessful IS and how toavoid
failures canreach many reasonable conclusions unlessitaddresses issues of context
and culture” (p.277). Social, cultural, and organisational factors are equally linked
with system use (Bergeron et al., 1995; Carlson & Davis, 1998; Venkatesh &
Morris, 2000).

Bergeronetal. (1995), intheir study of EIS usage using Triandis’ framework,
suggest, “future investigations should aim foracumulative tradition by continuing to
employ Triandis’ framework as a theoretical foundation to furtherunderstand the
phenomenonof EISuse” (p. 142). Theyalsosuggest “unobtrusive operationalisation
of EIS use in addition to self-report measures” (p. 142).

Giventhepreceding considerations, the primary aim of this study isto identify,
examine,and provide some understanding of the social, cultural, and organisational
factors that explain the behaviour of executives towards using EIS. The study
employedamodel from organisational behaviour as atheoretical foundation. The
mainresearch questions for the study are:

1. Whatarethemajorsocial, cultural, and organisational factors thatexplain the
behaviour ofexecutives towards using EIS in organisational settings?

2. Whatistherelative importance ofthese factors in determining EIS use by
executivesinorganisational settings?

Contributions envisaged to be made by this study include:
*  Improvementinthedevelopmentand implementation of EIS
*  Bettereducation and training for EISuse
*  Improvementin EIS usage, leading to the success of EIS in organisations
*  Betterallocation of scarce resources for EIS
*  Provisionof furtherresearch into EIS usage factors
*  Provisionoffurtherresearch intousage factors for other information systems

THEORETICAL PERSPECTIVE FOR
THIS STUDY

Anumber ofresearchers have studied different aspects of the phenomenon of
individual reactions to computing technology froma variety of theoretical perspec-
tives, including the Technology Acceptance Model (TAM), whichis anadaptation
of the Theory of Reason Action (TRA) (e.g., Davis, 1989; Davis, Bagozzi &
Warshaw, 1989; Adams, Nelson, & Todd, 1992; Venkatesh & Davis, 1996; Kim,
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1996; Venkatesh, 1999; Venkatesh & Morris, 2000; Elkordy, 2000; Elkordy &
Khalil, 2002); Diffusion of Innovations (e.g., Moore & Benbasat, 1991; Compeau
& Meister, 1997), the Theory of Planned Behaviour (TPB) (e.g., Mathieson, 1991;
Taylor & Todd, 1995), Social Cognitive Theory (SCT) (e.g., Compeau & Higgins,
1995a, 1995b; Hill, Smith & Mann, 1986, 1987) and Activity Theory (e.g.,
Engestrom & Escalante, 1996; Nardi, 1996; Kuutti, 1996, 1999; Engestrom,
1999; Blackler, Crump & McDonald, 1999). This body ofresearch has produced
some useful insights into the cognitive, affective, and behavioural reactions of
individualsto technology, and into the factors which influence these reactions.

According to Compeau, Higgins and Huftf (1999, p. 1), ineach of the theories
noted above, behaviour (e.g., the use of computers) is viewed as the result ofa set
ofbeliefs abouttechnology and a set of affective responses to the behaviour. The
beliefs arerepresented by the perceived characteristics of innovating in Innovation
Diffusionresearch, by perceived usefulness and perceived ease ofuse in TAM, by
behavioural beliefs and outcome evaluations in TPB, and by outcome expectations
in SCT. Seddon (1997) refers to these as the net benefits (realised or expected)
accruing fromthe use ofasystem. Affectiveresponses are typically measured by
attitudes towards use — an individual’s evaluation of the behaviour as either
positive or negative. These commonalities in the models reflect a beliefin the
cognitive basis of behaviour.

Compeau et al. (1999, p. 1), however, suggest that while TAM and the
Diftusion of Innovations perspectives focus almostexclusively on beliefs about the
technology and the outcomes of using it, SCT and the TPB include other beliefs that
mightinfluence behaviour, independent of perceived outcomes. The TPB model
incorporates the notion of Perceived Behavioural Control (PBC)as anindependent
influence on behaviour, recognising that there are circumstances in which a
behaviour mightbe expected toresultin positive consequences (or netbenefits), yet
notbeundertaken dueto aperceived lack of ability to control the execution of the
behaviour. PBC encompasses perceptions of resource and technology facilitating
conditions, similar to those measured by Thompson, Higgins and Howell (1991),
aswellas perceptions ofability, or self-efficacy (Taylor & Todd, 1995).

However, none ofthe above theoretical frameworks addresses explicitly the
social, cultural, political and organisational factors that may influence and/or explain
the user’s behaviourtouseIS.

A model developed by Triandis (1971, 1980) from organisational behaviour
addresses explicitly thenetbeliefs as well as the social, cultural, and organisational
factors thatinfluence or explainbehaviour. The TAM, whichis derived from Ajzen
and Fishbein’s Theory of Reason Action (TRA), is mostly used as atheoretical
framework for [Suseresearch studies. Triandis’ model has some similarities with
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TRA and forms the theoretical foundation for this study. The model is described
later in this chapter.

DEFINITIONS OFEIS

There are various definitions for EIS by researchers, depending upon the
perspective through which one sees the systems. Whatmany EIS researchers think
ofan EIS can be summed up as,

Any information systems that can present critical information timely, clearly
and accurately, and reveal the interrelationships and driving factors between key
performance indicators (KPIs) to enable a faster and more accurate decision-
making.

Typically, Kelly (1998) defines an EIS as “set of tools designed to help an
organization carefully monitor its current status, its progress toward achieving its
goals, and therelationship ofits mental model of the world to the best available clues
about what’sreally happening” (p. 3); whereas Thierauf(1991) defines an EIS as
“acomputer system that deals with all of the information that helps an executive
make strategic and competitive decisions, keeps track of the overall business and
its functional units, and cuts down on the time spent on routine tasks performed by
anexecutive” (p. 10); while Watson Rainerand Koh (1992, p. 14), defineitas “a
computerised system that provides executives with easy access to internal and
external information thatisrelevantto their critical success factors.”

Bergeronetal. (1991) presentan EIS as “an information system supported
with a mainframe computer, or a personal computer, used for various business
functions ona currentbasis by the CEO or amember of the senior management
team” (p. 7). A similar definition of EIS was introduced by Elam and Leidner (1995)
as “acomputer-based information system designed to provide a senior manager
accesstoinformationrelevantto his orher managementactivities” (p. 89); whereas
Turban (1993) defines itas “astructured, automated tracking system that operates
continuously to keep management abreast of what is happening in all important
areas both inside and outside the corporation [and] is designed to support the
complex and multi-dimensional nature of top-level decisionmaking” (p. 404).

Pervan and Phua (1997) think of EIS as “computer-based information
systems designed to provide senior executives with easy access to integrated
information from a variety of internal and external data sources, to support their
analytical, communication and planning needs” (p. 64). whereas Bidgoli (1998, p.
93)definesitas “acomputer-based information system that provides executives
with easy access to internal and external information with drill-down capability
related to the critical success factors for running current and future business
operations.”
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Rightly orwrongly, aunique definition for these systems will seem to “box™
them and limit the range of capabilities that the systems have as they evolve.
Although EIS have spread and are spreading to other levels of organisations and
may be engaged by otherusers in other functional areas, in the context of this study
an EIS willbe defined simply as:

A computer-based information system designed to aid executives
in their managerial roles.

While definitions are useful, inacomplex area such as EIS abetterunderstand-
ingis obtained by looking at their characteristics and how different they are from
traditional IS.

AN OVERVIEW OF EIS

EISsare mostly concerned with data and ways of interacting with the data.
They are designed as structured reporting systems that filter, extract, and compress
abroadrange ofrelevant currentand historical information, which are either internal
orexternal to the organisation. They are used, in part, to monitor and highlight the
critical success factors of an organisation as defined by the user.

New technologies such as data warehousing and data mining, enterprise
resource planning (ERP) and the Web have recently increased the popularity of
EISs rather than replace them (Carte, 1999; Bashein & Markus, 2000). These
technologies gave the impetus for the widening use of EIS by managers whose
decisions mustbe timely inan increasingly competitive and uncertain environment
(Bergeronetal., 1995). Data warehousing, for example, is generally regarded as
the prerequisite for effective decision support or datamining systems,and ROLAP
and MOLAP (relational and multidimensional operations for online analytical
processing) have givenriseto such conceptsas “slicing” and “dicing” of data, which
have added more flexibility and ease to the use of EIS (Bashein & Markus, 2000).

EISsdiffer fromtraditional information systems in the following ways:

*  Specificallytailored to executive’s information needs and decision-making
style

*  Abletoaccess dataabout specificissues and problems as well as aggregate
reports

*  Provideon-linesstatus access, trend analysis, exception reporting, and “drill-
down” capabilities

*  Accessabroadrange of internal and external data

»  Particularly easy touse (typically mouse or touchscreen driven)

*  Useddirectly by executives withoutassistance

»  Abletoextract, filter, compress, and track critical data
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*  Containsuperb graphics capabilities such that information can be presented
graphically inseveral ways

*  Veryuser-friendly and require minimal or no training to use, so they can be
used by the executive directly

*  Provideinstantaccess to supporting details of any summary displayed onan
EISscreen.

Recent studies (Wheeler, Chang & Thomas, 1993; Frolick & Robichaux,
1995; Bergeronetal., 1995; Bashein & Markus, 2000) show EISs are spreading
to other levels in some organisations. Subsequently, they are referred to in some
organisationsas “enterprise-wide informationsystems” or “‘everyone’s information
systems,” which still befitthe acronym EIS; whereas in other organisations they are
known by vendor product names such Enterprise Business Intelligence Systems,
Balanced Scorecard, or simply Scorecard.

THE NATURE OF EXECUTIVES’ WORK AND
HOW EIS FITS IN

According to Rockart (1979), “there is no position in the organisational
hierarchy thatis less understood than that of the executives” (p. 82). Furthermore,
the functions and the way those functions are performed vary between organisations
and between executives within organisations. Indeed, one ofthe reasons for EIS
failures reported by many EIS researchers is the lack ofunderstanding of the nature
ofexecutives’ work by the system designers.

Anexecutive’srole inan organisation has, however, traditionally been related
to identifying problems and opportunities and making the decision of what to do
about those problems and opportunities. Inaddition, executives are expected by
their subordinates to play other leadership roles. Much of the work of executives
revolves around developing agendas, goals, priorities, strategies and plans (that
may not be documented); establishing networks; and developing corporate
relationships between people inside and outside the organisation who may play a
roleindeveloping and implementing future agendas (Hoven, 1996).

Weter (1988) indicates thateach executive has aunique way of performing his
or her job and breaks the work functions as follows:

*  Reviewingreports from subordinates on the activities of many areas ofthe
organisation

*  Monitoring news of the outside world

*  Meeting withmanagers in the organisation to discuss operations and strategy
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*  Identifying problems and opportunities and formulating plans to capitalise on
them
*  Leadingthepeople who work with him or her to carry on their goals.

Inrelationto levels of management and decision-making activities, manage-
mentactivities inan organisation fall into the following three categories, based on
Anthony’s framework for planning and control (Anthony, 1965):

Strategic planning: The process of deciding on objectives of the organisation,
changes inthese objectives, the resources used to attain these objectives; and
the policies thatare to govern the acquisition, use, and disposition of these
resources.

Tactical (Management) control: The process by which managers assure the
resources are obtained and used effectively and efficiently in the accomplish-
mentofthe organisation’s objectives.

Operational control: The process of assuring specific tasks are carried out
effectively andefficiently.

Eachactivity has different information requirements. The operational control
decision levels are based on highly detailed information generated by oravailable
within the organisation. They require a high information frequency and the
informationmustberecentas well asaccurate. Strategic planning is atthe otherend
ofthe continuum, relyingon summary oraggregated informationas well as data from
external sources. Boththe scope and variety of the information are quite large. The
information requirements formanagementcontrol fall between the other twolevels.

The overall picture is that at the strategic level executives are concerned with
planning and in the other levels they are concerned with the controlling of those
plans. However, all executives do planning and controlling in proportion to the
differentlevels of the organisation.

Perhaps Mintzberg’s (1973) modelis probably the best-known characterisation
oftheactivities of executives. He categorises executives’ activities into ten distinct
roles, which are divided into three groups: interpersonal roles, informational
roles, and decisional roles. These three groups each involve dealing with
information oractingupon information, and an effective EIS can assistan executive
inall theseroles.

EISsare designed with the capabilities to assist the executive to quickly search
and scan the organisation’s environment for any threats and opportunities for
prompt and appropriate decisions. They are designed as tools to support and
improve the decision-making process of executives by providing the basic usable
andrelevantinformation from both the internal and external environments of the
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organisation. Inaddition, because executives devote asignificantamount oftime
to acquire and analyse information through their interactions with people and
processing of documents, EISs are also designed to save considerable amount of
time by facilitating the collection, storage, retrieval, and analysis of information. The
“what-if” analysis capabilities of an EIS combined with the decision maker’s
imaginationandjudgementisto help executivesinarrivingatdecisions quickly and
moreaccurately.

PREVIOUS RESEARCH STUDIES
ON EIS USAGE

The focus of prior EIS research studies can be classified broadly into two
groups. One group of studies focuses on EIS development and implementation,
while the other group focuses on EIS usage (see Table 1). Theresearch studies on
the development and implementation side are more thorough and extensive thanthe
studies on the usage side and form the bulk of the EIS literature.

Theresearch studies on EIS usage arerelatively few and mixed, with only a
very small number addressing the actual use ofthe systems. Ofthis smallnumber,
too, only very few use appropriate reference theories toaddress systemusage. The
focus of these research studies seems to be in line with the four suggested
frameworks by Carissonand Widmeyer (1990) for researching EIS usage based
on executives management activities; thatis, (1) EIS as a decision-making or
problem- solving tool, (2) EIS as a scanning and searching tool, (3) EIS as an
internal monitoring tool, and (4) EIS as acommunication tool. This seemstobe
adhered to with almosta complete neglect of research studies into the real use of
the systems. The managerial activities should rather filter into determining the real
use of the systems by the target users.

The focus ofthe few research studies on EIS usage can be broken into six areas
(see Table 1). Ofthe six areas, only the focus on factors that influence or explain
EIS use deals with the actual engagement of the systems, without which the five
others cannotberealised. Theresearch studies onthe actual engagementare quite
few, and of the few only a small numberused appropriate reference theories to
address system use as a behaviour (e.g., Bergeron et al., 1995; Kim, 1996;
Elkordy, 2000; Elkordy & Khalil,2002).

As canbe seen from Table 1, whereas some of the research studies on EIS
usage are looking at the impact of using the systems on managerial activities in
general and the decision-making process in particular, others are looking at the
overall benefits, such as increase in profit, better communication, increased
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confidenceindecision-making, access tounavailable information, and reductionin
staffand clerical personnel from using the systems. While some other studies are
looking at the use of the systems to respond to major business problems being
intensified by global recessionary and competitive forces, such as adaptability to
customer requirements, quality improvement and cost-containment, some others
are looking at the mode of use of the systems, such as searching, scanning, and
improving executives’ mental model of the organisations. And while some ofthe
studies are looking at the patterns of EIS use by executives, others are simply
seeking answers to how frequently EISs are used by executives.

Asmentioned above, itis only the sixth of the area of research studies on EIS
usage in Table 1 —factors thatinfluence or explain EIS use—that deals with the
real use of the systems. System use being abehaviour (Trice & Treacy, 1988),
appropriatereference theories arealsonecessary to study it. The following sections
outline the theoretical framework that forms the basis of this study.

THEORETICALFRAMEWORK,RESEARCH
MODEL,AND HYPOTHESES

Trice and Treacy (1988) asserted that system use is a behaviour whose
determinants are not wellunderstood in IS research, and that system use can best
be explained by referring to an appropriate reference theory. This assertion has

Table 1. Classification of EIS Research Studies by Research Focus

Focus of Research Study Researchers (for example)

Development and implementation Wetherbe, 1991; Glover et al., 1992; Watson, Rainer &
Koh, 1992; Rainer & Watson, 1995; Frolick &
Robichaux, 1995; McBride, 1997; Nandhakumar, 1996,
Nandhakumar & Jones, 1997; Watson, Houdeshel &
Rainer, 1997; Bajwa et al., 1998; Li & Jordan, 1998;
Vandenbosch, 1999; Carte, 1999; Watson & Carte, 2000;
Scholz, 2000; Kumar & Palvia, 2001; Poon & Wagner,

2001
Usage:
i. Impact of use on - managerial activities Rockart & DeLong, 1992; Leidner & Elam, 1994a;
- decision-making Schenk, 1992; Leidner & Elam, 1994; Elam & Leidner,
1995; Hoven, 1996; Handzic, 1997; Singh et al., 2002
ii. Overall benefits from use Wallis, 1992; Nord & Nord, 1995

iii. Use to respond to competitive advantage and | Volonino et al., 1995
other business problems

iv. Mode of use (e.g., searching and scanning) Frolick et al. 1997; Vandenbosch & Huff, 1997
Vandenbosch, 1999

v. Pattern of use (including frequency of use) Seeley & Targett, 1999; Thodenius, 1995

vi. Factors that influence/explain use Young & Watson, 1995; Bergeron et al., 1995; Kim,
1996; Elkordy, 2000; Elkordy & Khalil, 2002
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guided some system use studies (e.g., Trice & Treacy, 1988; Davisetal. 1989;
Young & Watson, 1995; Kim, 1996; Venkatesh, 1999; Venkatesh & Morris,
2000), with Fishbeinand Ajzen’s (1975) theory of reasoned action (TRA) as the
conceptual framework of choice employed to link user beliefs and attitudes to
behaviour. Someresearchers (Thompsonetal., 1991; Bergeronetal., 1995)have
sought to explain personal computer usage and information systems use by
grounding their research models on asimilar, butricher, theoretical framework
developed by Triandis (1971, 1980).

Thisresearch study employs Triandis’ framework as theoretical foundation.
Theresearch model for this study is derived from this theoretical framework, which
takes into consideration the social, cultural, and organisational factors thatexplain
the behaviour of executives to use EIS. The research model is used to test
empirically the hypothesised relationships among the factors. A furtheranalysisis
donetodeterminetherelative importance ofthe independent variables in explaining
EIS useby executives.

Triandis’ Theoretical Framework

Some IS researchers (e.g., Trice & Treacy, 1988; Davis, 1989; Davisetal.,
1989; Venkatesh & Davis, 1996; Kim, 1996; Elkordy, 2000; Venkatesh, 1999;
Venkatesh & Morris, 2000; Elkordy & Khalil, 2002) relied on Fishbein and
Ajzen’s(1975) TRA, intheir attempts to explain user behaviours. While TRA is
very useful, itis somewhatincomplete in thatit leaves aside factors that could also
have influence on behaviour intentions and on behaviour itself. Inan attempt to
encompass alarger number of relevant variables, Triandis proposed a theoretical
network of interrelated hypotheses around the constructs of attitude and behaviour,
placing themin the broadest possible context.

With reference to his framework in Figure 1, Triandis (1980) states that
behaviourhas “objective consequences, (thatoccur ‘out there’ in the real world)
whichare interpreted(occurinside the person)” (p. 198). Heargues thatasaresult
ofthese interpretations, the person feels reinforced. Reinforcement, he states,
“affects the perceived consequences ofthe behaviour in two ways: it changes the
perceivedprobabilities that the behaviour will have particular consequences and
it changes the value of these consequences” (p. 198). These probabilities and
values, Triandis argues, in turn constitute one ofthe determinants of behavioural
intentions to behave, which are one of the determinants of behaviour. Triandis
further argues that habits and relevant arousal are also determinants of behaviour.
Buteven when the intentions are high, the habits well-established, and the arousal
optimal, there may be no behaviour ifthe geography of the situation makes the
behaviourimpossible; thus, facilitating conditions are seen as important determi-
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Figure l. Triandis’ Theoretical Framework — Showing Relations Among the
Major Variables

HISTORY ECOLOGY
\ l \SITUATION—BEHAVIOR-REINFORCEMENT SEQUENCES
CULTURE / l

Objective-Subjective PERSONALITY

naIndividual Perceptions
of Subjective Culture Habit Hierarchies (H)
Variables \
SOCIAL SITUATION > Social Factors Affect Consequences

who S A C=2XP.\V,
how many
when \ l /
where Intentions 1
O’s behaviour 1

FACILITATING CONDITIONS —® Behaviour ¥

Relevant Arousal Objective Consequences

Interpretations
GENETIC/ D

BIOLOGICAL l
FACTORS

. «— |
Reinforcement

nants of behaviour. The interpretation of the objective consequences, Triandis
argues, may differ because of genetic or biological influences or because of the
previous situation-behaviour-reinforcement sequences that the individual has en-
countered in his or her history, that is, the individual’s personality. Personality,
Triandis states, internalises the culture 's way of perceiving the social environment,
called the subjective culture of a group.

Accordingto Triandis, subjective culture consists of norms (self-instructions
todowhatis perceived to be correct and appropriate by members of a culture in
certain situations), roles (which are also concerned with behaviours that are
considered correct, butrelated to persons holding a particular positionina group,
society, or social system), and values (the broad tendencies to prefer certain states
ofaffairs over others—what make a group ora category of people to distinguish
between, forexample, good and evil, clean and dirty, beautiful and ugly, natural and
unnatural, normal and abnormal, logical and paradoxical, and rational and irratio-
nal). These internalisations, according to Triandis, correspond with, butare not
identical to, the group’s subjective culture, and form the social factors that
influencetheintentiontobehave. Inaddition, Triandis argues, previous experiences

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



122 Ditsa

ofthe individual with particular behaviours result in affect towards the behaviour,
which in turn are among the determinants of intentions. Triandis adds that
personality is an outcome of situation-behaviour-reinforcement sequences and
the subjective cultureto which the individual is exposed. This subjective culture,
Triandis explains, reflects the human-made partof the environment, whichis shaped
by historical and ecological forces. Inturn, personality has animpacton the way
people will interpret the objective consequences of the behaviour.

Triandis argues that any behaviour occurs in a particular situation, which
influences the facilitating conditions and the relevant arousal of the person while
simultaneously activating specific levels ofthe social factors. Forinterpersonal
behaviourthesocial situationincludes particular individuals, inabehavioursetting,
aswell the other’s previous behaviour.

Triandis notes that the arrows in the model show the directions of probable
causality. Though he admits thatthere are several bidirectional relationships, which
arenot shown in order to keep the diagram simple.

Triandis defines habits as “situation-behaviour sequences thatare orhave
becomeautomatic, so thatthey occur withoutself-instruction” (p. 204). According
to Triandis, habits are what people usually do and the individual is usually not
conscious of the sequences— forexample, driving acar. They are closely related
toanindividual’s pastexperience and ability to perform a given act. His model
suggests thatthe habitual nature ofabehaviour, inaddition to intentions, will have
aninfluence onthe individual’sresponse to a given situation. Triandis argues that
habits are more important than intentions for many behaviours. Thompsonetal.
(1991), whoignored habits in their studies, acknowledged that habits “are clearly
animportantdeterminant ofbehaviour” (p. 130).

Triandis on the other hand defines behaviouras “abroad class of reactions
byanorganismtoany stimuli (internal or external to the organism) [which] includes
acts” (p.201). Actshedefinesasa“socially defined pattern of muscle movements”
(p-201). He gave anexample of specific acts ofhitting someone. Suchacts, he
said, haveno meaning in themselves, butacquire meaning from the social context,
particularly the perceived causes of the acts. “Forinstance, ‘tohit” is very different
ifitisdoneaccidentally, asajoke, to ‘correct’ anaughty child, or with the intention
tohurt” (p.201). Accordingto the framework, behaviour consists of the frequency,
duration, and/or intensity of the reactions by an organism to stimuli. Behavioural
intentions, which trigger behaviour, are defined as “instructions that people give to
themselvestobehaveincertainways” (p.203). They involveideas such as “Imust
do X,”“Iwilldo X,”and “Tam goingtodo X,” and are influenced by social factors,
affect,and the behaviour’s consequences (p. 203).

The clear distinction that can be drawn between habits and behaviours from
Triandis’ framework is that whereas habits are automatic and occurring in the
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individual withoutself-instructionand with the individual usually notconscious of the
reactions, behaviours are not. It can be deduced from the framework that habits
are behaviours thathave become automatic and acquired through the individual’s
pastexperience and ability to perform anact.

Relevant arousalis aphysiological factor. Triandis states, “the physiological
arousal ofthe organism thatisrelevantto the act facilitates the act, and increases
its probability” (p. 205). The model suggests that relevant arousal directly
influences behaviour and is influenced by genetic and biological factors, as well as
by the social situation—that s, the behaviour setting.

Accordingto Triandis, itmay happen thatan individual has the intention to do
something, butis unable to do it because the environment prevents the act from
being performed. Consequently, the level offacilitating conditions is animportant
factorinexplaining anindividual’s behaviour and must be taken into account. In
turn, facilitating conditions are dependent on the social situation.

Triandis (1971) argued that behaviouris influenced by social norms, which
depend on messages received from others and reflect what individuals think they
should do. Inhislaterwork, Triandis (1980) expanded this term and called itsocial
factors, whichhe describes as “the individual’s internalisation of the reference
group’ssubjective culture, and specific interpersonal agreements that the individual
has made with others, in specific social situations” (p. 210). Thus, inaddition to
influencing intentions, social factors are themselves dependent on the social
situation, and on the individual’s perception of subjective culture variables.

Affect relates to the individual’s feelings of joy, elation, or pleasure, or
depression, disgust, displeasure, or hate towards a given behaviour. Positive
feelings willincrease the intention toward a given behaviour, while negative feelings
will decreasethem. Affectisinfluenced by theindividual’s habits and by his orher
perceptions of subjective culture variables.

The Consequences factor is considered as a function of the perceived
consequence of the behaviour and the value of each consequence. Perceived
consequences, what Davis (1989) called perceived usefulness in TAM, refers to
the probability thata given consequence will follow from performing abehaviour.
Thevalue ofthe consequenceis the “affectattached to the consequence” (Triandis,
1980, p.203). Themodel hypothesised that the higher the expected value of the
behaviour, the more likely the person will intend to performit. Consequences are
influenced by an individual’s perception of subjective culture variables as they do
tosocial factors and affect variables. Accordingtothe model, consequences, in
addition to influencing behaviour through intentions, are influenced by behaviour.
Thatis, the objective consequences of abehaviour are interpreted by the individual,
and “as aresult of these interpretations, the person feels reinforced” (p. 198).
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The Research Model

Bergeronetal. (1995), who based their research model on Triandis’ frame-
work, suggested in their conclusion that “future investigations should aim fora
cumulative tradition by continuing to employ Triandis’ framework as atheoretical
foundation to furtherunderstand the phenomenon of EISuse” (p. 142). Inline with
this suggestion, the research model for this study is based on Triandis’ framework,
asshowninFigure2. The modelisinline with thatused by Bergeronetal. (1995)
in a similar study. While, however Bergeron et al. ignored culture and social
situation factors in their model, subjective-objective culture and social situation
factors are taken into account in the operationalisation of the social factors construct
inthisstudy.

Theaffect construct consists of satisfaction with information similar to that of
Bergeronetal. Thismodel, however, takes into account satisfaction with the EIS
systemand supportinstead of satisfaction with access and assistance respectively,
asinBergeronetal.’smodel. Inaddition, satisfaction with the EIS system planis
included in the constructs for this study. The facilitating conditions construct
consists of EIS development processes, EIS management processes, and
organisational environment. Inline with Triandis’ framework, the consequences
construct consists of perceived usefulness (consequences) of EIS use. The
behaviour construct consists of the frequency of EIS use and the internalisation of
EISuse, similarto that of Bergeronetal. (1995).

Similarto Bergeronetal. (1995)and Thompsonetal.’s(1991)studies, genetic
orbiological factors are notincluded in thisresearchmodel. Similarly, behavioural
intentions are notincluded in line with the suggestions of Bergeron etal., Thompson
etal., Moore and Benbasat(1991), and Ajzen and Fishbein (1980). This study
seeksto explain behaviour towards the use of EIS, butnot to predict it, as done by
Bergeronetal. (1995); therefore, alongitudinal study isnotalsonecessary.

The measurement ofthe variables in this research model is based on Triandis’
(1980) suggested operationalisations of constructs defined in his framework, in
addition to other relevant studies (e.g., Bergeronetal., 1995; Thompsonetal.,
1991).

Habits are operationalised by assessing the number of years ofan executive’s
experience inusing EIS and his or her ability touse the systems. Consequences are
operationalised by assessing executive’s perceived consequences (usefulness) of
using EIS in his or her work and assessing the impact of using EIS on his or her
performance. Social factors are operationalised by measuring the subjective
norms, roles, and values and the social situations on the executive inusing EIS.
Affectisoperationalised by measuring the executive’s satisfaction with the informa-
tionprovided by the EIS, with the EIS itself, with the support provided inusing the
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Figure 2. Research Model for EIS Use
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system, and with the system plannow and into the future. Facilitating conditions are
operationalised by measuring what effect the EIS development processes, the EIS
management processes, and the organisational environmenthave onthe executive’s
behaviourinusingthe EIS. Finally, behaviourisoperationalised by measuring the
frequency and the internalisation of EIS use. (Detailed operationalisation of the
constructsis provided in Appendix A.)

Research Hypotheses

The hypotheses to be tested based on the research model are as follows.

According to Triandis’ framework, habits have amajor contribution to the
explanation ofbehaviour. Thisis supported by aprevious study (Sugar, 1967, cited
in Thompson et al. 1991), which shows that habits are a strong predictor of
behaviour. Sugar (1967) measured the attitudes, norms, and habits of college
students concerning cigarette smoking. Onaseparate occasion, the same students
were offered acigarette. The strongestsingle predictor ofbehaviour was found to
be habit, followed by norms and attitudes being the least. Accordingto Triandis,
habits are closely related to an individual’s past experience and ability to perform
agivenact,andinhisearlierwork in 1972 (inassociation with Vassiliou, Vassiliou,
Tanaka, and Shanmugam, and with the assistance of Davis, Kilty, McGuire, Saral
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and Yang) he also acknowledged experiences as habits. Previous IS studies also
identified computerexperience as determinants of user attitude towards information
systems.

Accordingto the framework, habits lead to the derivation of some satisfaction
or dissatisfaction (affect), which in turn explains behaviour, while habits themselves
directly explain behaviour. The framework asserts that the frequency of doing or
using something constitutes abehaviour and the internalisation of the probabilities
and values of an act constitutes one of the determinants of behavioural intentions to
behave, which are one of the determinants of behaviour. Accordingly, it is
hypothesised that:

H1a: EIS experience positively correlates with the frequency of EIS use.

H1b: EIS experience positively correlates with the internalisation of EIS use.
H2a: Ability touse EIS positively correlates with the frequency of EIS use.
H2b: Ability touse EIS positively correlates with the internalisation of EIS use.

Previous research studies indicate that executives who had been using
computer systems for a greater length of time were seen to have better attitudes in
terms of user comprehension and participation (Raymond, 1988). Similarly,
Sanders and Courtney (1985) found the length of DSS use to be positively related
touser satisfaction.

Swanson (1974) defines user satisfaction as a set of user beliefs about the
relative value of an information system in terms of providing timely, accurate, and
easy-to-understand information to support his or her decision making. This
definition, however, focuses on only one component of user satisfaction—informa-
tion satisfaction. Previous studies have shown thatusers’ satisfaction with the
quality of information provided by asystem, with the features of the system, and with
the supportprovided by the support group orinformation centre are correlated with
user satisfaction of information systems. Tafti (1992) synthesised the researchin
this area into information satisfaction, system satisfaction, and support group
satisfaction, each of which consists of unique attributes, which correlate with user
satisfaction of information systems. Previous studies (Amoako-Gyampah &
White, 1993) also show that system plan correlates with user satisfaction of
information systems. Accordingly, itis hypothesised that:

H3a: The longer the experience with EIS, the higher the satisfaction with EIS
informationattributes.

H3b: The longer the experience with EIS, the higher the satisfaction with EIS
features.

H3c: The longer the experience with the EIS, the higher the satisfaction with EIS
support group.
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H3d: The longer the experience with the EIS, the higher the satisfaction with EIS
plan.

H4a: The more the ability to use EIS, the higher the satisfaction with EIS
informationattributes.

H4b: The more the ability touse EIS, the higher the satisfaction with EIS features.

H4c: The more the ability touse EIS, the higher the satisfaction with EIS support
group.

H4d: The more the ability to use EIS, the higher the satisfaction with EIS plan.

H5a: Satisfaction with EIS attributes positively correlates with the frequency of EIS
use.

HS5b: Satisfaction with EIS attributes positively correlates with the internalisation
of EIS use.

Héa: Satisfaction with EIS features positively correlates with the frequency of EIS
use.

Ho6b: Satisfaction with EIS features positively correlates with internalisation of EIS
use.

H7a: Satisfaction with EIS support positively correlates with the frequency of EIS
use.

H7b: Satisfaction with EIS support positively correlates with the internalisation of
EISuse.

H8a: Satisfaction with EIS system plan positively correlates with the frequency of
EISuse.

HB8b: Satisfaction with EIS system plan positively correlates with the internalisation
of EIS use.

The perceived consequences construct is consistent with the expectancy
theory of motivation proposed by Vroom (1964). The basic premises of
expectancy theoryisthatindividuals evaluate the consequences of theirbehaviour
interms of potential rewards and base their choice of behaviour on the desirability
oftherewards. Perceived consequences are also what Davis (1989) refers to as
perceived usefulness in the technology acceptance model. Davis (1989) defines
perceivedusefulness asthe extentto which a person believes thatusing a particular
technology will enhance his or her job performance. Perceived usefulness, which
reflects perceptions of the performance-use contingency, has been closely linked
to outcome expectations, instrumentality, and extrinsic motivation (Davis, 1989;
Davisetal., 1989, 1992). A significantbody of TAM research has shown that
perceived usefulnessis a strong determinant of user acceptance, adoption, and
usage behaviour (e.g., Davis, 1989; Davisetal., 1989; Mathieson, 1991; Taylor
& Todd, 1995; Venkatesh & Davis, 1996; Venkatesh, 1999; Venkatesh &
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Morris, 2000; Elkordy, 2000; Elkordy & Khalil, 2002). Accordingly, it is
hypothesised that:

H9a: Perceived usefulness positively correlates with the frequency of EIS use.
H9b: Perceived usefulness positively correlates with the internalisation of EIS use.

Asdescribed earlier, subjective culture consists of norms, roles, and values.
Subjectivenorms are defined by Fishbeinand Ajzen (1975) asthe degree to which
anindividual believes that people who are important to him or her think he or she
should performabehaviourin question. Superior, peer, and subordinate influences
inthe workplace have been shown to be strong determinants of subjective norms
inthe technology domain (Mathieson, 1991; Taylor & Todd, 1995; Venkatesh &
Davis, 1996; Venkatesh, 1999; Venkatesh & Morris, 2000; Elkordy, 2000;
Elkordy & Khalil,2002). It follows that subjectiveroles and values, which are also
social factors, will as well have superior, peers, and subordinate as determinants.
Subjective culture constitutes the work group influences on the individual at the
workplace. Bergeronetal.’s (1995)studies show thatsocial factors determine EIS
users behaviour. And according to Triandis (1980), subjective culture is the
subjective aspectofthe social environment.

Accordingto Triandis’ framework, any behaviour occurs inaparticularsocial
situation, which triggers specific levels of social factors. Adamopoulos’s (1976,
cited in Triandis 1980) study of the perception of social situations, using an
adaptation of the role differential, reveals two dimensions: formality-informality
(reflecting the public-private character of the situation) and constraining-
unconstraining (reflecting the number of different behaviours that canappropriately
occurinthesituation). Accordingto Triandis, social situations include behaviour
settings. A behaviour setting has place-time coordinates, it consists of physical
entities and process, and itevokes particular behaviours. Triandis cites aclassroom
asabehavioursetting thathas aparticularlocation and aparticular time whenaclass
meets; italso has physical entities such as chairs and tables, black/whiteboards, and
initpeopleactincertain ways, e.g., talk, listen, take notes, and so on.

Following the information on the previous page, itis hypothesised that:
H10a: Subjective norms positively correlate with the frequency of EIS use.
H10b: Subjectivenorms positively correlate with the internalisation of EIS use.
H11a: Subjectiveroles positively correlate with the frequency of EIS use.
H11b: Subjectiveroles positively correlate with the internalisation of EIS use.
H12a: Subjective values positively correlate with the frequency of EIS use.
H12b: Subjective values positively correlate with the internalisation of EIS use.
H13a: Social situations positively correlate with the frequency of EIS use.
H13b: Social situations positively correlate with the internalisation of EIS use.
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EIS development, asrevealed by the literature review, attracts much of the EIS
research effort. Much ofthe effortin this areais directed at creating or suggesting
theright conditions for deriving the maximum benefits from the systems. Critical
factors for successful EIS development have been linked to executive sponsorship,
user involvement and participation, technical and other resources, plan for devel-
opmentand spread, management of data problems, and resistance. One ofthemain
reasons for user involvement and participation, for example, is to facilitate
implementation — that is, to ensure follow-up, overcome resistance, ensure
acceptance, avoid conflicts, and ensure continuous resources or support
(Nandhakumar & Jones, 1997). Nandhakumar’s (1996) in-depth case study of
EIS in an organisation suggests that, in addition to these development success
factors, developers need to have someunderstanding of the social and organisational
contexts in which the systems areused. He mentioned contextual elements such as
assumptions, beliefs, shared norms, and perspectives.

Systems development processes are ongoing and, therefore, create facilitating
conditions for the use of the systems. Aswell, management processes, such as
company policies and rules, with regards to information systems use in organiza-
tions, will create facilitating conditions for theiruse. Policiesregarding EIS canbe,
say, making the systems accessible to executives anywhere, anytime. This may
require the provision of laptops and connectivity facilities, which will allow
executives to dial into the systems athome, on business trips, or even overseas.
McBride’s (1997) nine-year case study of the rise and fall of an EIS in the UK
manufacturing company also suggests the importance of the interactions between
the business environment, the organisational environment, and the perceptions and
interpretations of events and facts by stakeholders on the success or failure of an
informationsystem.

Fromthe above analysis, it will therefore be appropriate to investigate how
these facilitating conditions explain EIS users’ behaviour to use the systems.
Accordingly, itis hypothesised that:

H14a: EIS development processes positively correlate with the frequency of EIS
use.
H14b: EIS development processes positively correlate with the internalisation of

EISuse.

H15a: EIS management processes positively correlate with the frequency of EIS
use.
H15b: EIS management processes positively correlate with the internalisation of

EISuse.

H16a: Organisational environment positively correlates with the frequency of EIS
use.
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H16b: Organisational environment positively correlates with the internalisation of
EISuse.

RESEARCH METHODOLOGY

Fourmethodologies have beenidentified for empirical IS research studies,
namely: case studies, field studies, field tests (quasi-experimental), and laboratory
studies (experimental) (Kim, 1996). Thatis, giventhe individual and organisational
variables in the research model, a field study in a real setting appears more
appropriate. By using a field study, data was gathered on anumber of ongoing,
uncontrolled situations. Inaddition, field study is usually deemed to be the most
feasible and economical method to examine a complex phenomenon, as in this
study. Furthermore, it producesrelative strong effects ofindependent variables on
dependent variables, and thus enhances the statistical conclusion of the results
(Cook & Campbell, 1979; Kim, 1996).

Data Collection Method

The data collection method employed for this study was amail survey, due to
financial resources and the circumstances of the research (Kerlinger, 1986; Kim,
1996). The questionnaire for the survey was pre-tested on six colleagues, refined
with feedback received and pre-tested again. Each time a consultation was made
with the Statistical Consulting Service in the university where the researcher works
toverify the statistical validity of the questionnaire as well. The survey questionnaire
was designed following the procedures and guildelines provided by Sarantakos
(2002), Babbie (2001), Dillman (1978, 2000), Wiersma (1986, 2000), and
Robson (1996). Some questions were also adopted from Bergeron etal. (1995).
The cover letter to the questionnaire has a statement guaranteeing the confidentiality
of respondents and a statement of how the research has been reviewed by the
Human Research Ethics Committee (HREC)asrequired in Australia. The HREC’s
contact for any concerns or complaints regarding the conduct of the research was
provided.

Data for the pilot study were collected from CEOs, CFOs, or equivalentand
two other executives in three large organisations using EIS in Australia. The
questionnaire was refined with the feedback received from the pilot study to arrive
at the final questionnaire for the main survey. (See Appendix B for the final
questionnaire.)

Seven hundred (700) questionnaires were mailed out for the main survey to
mainly CEOs and CFOs, and one other executive in 255 organizations using EIS
in Australia. One hundred and forty-five (145) responses were received. Follow-
up questionnaires were senttonon-respondents and 115 responses werereceived,
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giving the overall response rate of 37.14 percent, with 20.57 percent good for
analysis. The organizations surveyed were identified through a database purchased
fromthe Fairfax Business Media purposely for this study. The organizationsranged
fromsmallto very large, employing aminimumof 1,010 to amaximum of750,000
people. The number of IT staff ranges from zero to 4,000 people in the
organizations and turnover ranging fromzero to greater US$1000.

Data Analysis

Preliminary evaluation of the research model and the associated hypotheses
for this study involves simple analysis such as calculating the product-moment
correlation coefficients (Pearson’sr). A further analysis is conducted by using
stepwise regression to determine the relative importance of the independent
variables inexplaining EIS use. Preliminary analyses were performed to ensure no
violation ofthe assumptions of normality, linearity and homoscedasticity. The
descriptive statistics for the sampled data collected are presented in Table 2. SPSS
Release 11.0 for Windows was used in this process.

RESULTS AND DISCUSSIONS

Bivariate Analysis — Pearson’s Product-Moment

Correlation Coefficients

Theresults of testing the hypotheses associated with the research model, as
showninTable 3, are presented in Tables4 and 5. Table 4 shows that the results
do not support the hypothesised relationship between EIS experience and
internalisation of EIS use (H1b) and the relationship between satisfaction with EIS
supportand frequency of EISuse (H7a). Table 5 shows thatthe results also donot
supportthe hypothesised relationship between EIS satisfaction and EIS experience
(H3); relationship between satisfaction with EIS supportand the ability touse EIS
(H4c); and therelationship between satisfaction with EIS development plans and
ability touse EIS (H4d).

Table4 shows a good explanation of the overall user behaviourtouse EIS as
measured by frequency of EIS use and internalisation of EIS use. Except forthe
hypothesisedrelationship between EIS experience and internalisation of EIS use
(H1b)andtherelationship between satisfaction with EIS supportand frequency of
EISuse(H7a), all therestare significant. Table 4 shows that, overall, the results
indicate there is positive correlations between the independent variables and the
dependent variables as hypothesised. Table 5 however shows that, overall, the
results donotindicate thereis positive correlations between habits and affect (H3,
H4).
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Table 2. Descriptive Statistics for Variables in the Research Model

Variable Mean  Std. Deviation
EIS Experience 2.06 1.09
Ability to Use EIS 2.67 1.03
Satisfaction with EIS Information 3.40 0.74
Satisfaction with EIS System 3.50 0.71
Satisfaction with EIS Support Services 3.47 0.85
Satisfaction with EIS Development Plans 3.02 0.70
Perceived Usefulness of EIS 3.20 2.21
Subjective Norms in Relation to EIS Use 2.38 1.82
Subjective Roles in relation to EIS Use 3.99 0.60
Subjective Values of EIS 3.71 0.73
Social Situations in relation to EIS Use 3.54 0.70
EIS Development Processes 3.44 0.67
EIS Management Processes 3.59 0.67
Organisational Environment 3.64 0.68
Frequency of EIS Use 3.64 1.18
EIS Internalisation 3.94 0.73

Table 3. Reliability Coefficients of Scales (Cronbach’s Alpha) for Scaled
Variables used in this Study (N = 144 Scale = 5-point Likert scale)

Variable No. of Items Cronbach’s Alpha
Perceived Usefulness 6 0.85
Satisfaction with EIS System 7 0.88
Satisfaction with EIS Information 8 0.90
Satisfaction with EIS Support Services 5 0.92
Satisfaction with EIS Development Plans 7 0.92
Subjective Norms 4 0.81
Subjective Roles 4 0.82
Subjective Values 4 0.91
Social Situations 4 0.86
Organizational Environment 5 0.76
EIS Development Processes 5 0.74
EIS Management Processes 4 0.70
EIS Internalization 4 0.81
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Regression Analysis

Thebivariate analysis presented above establishes the support or otherwise of
the hypotheses tested in this study. To identify the variables which are most
important in explaining the variance in behaviour towards using EIS, stepwise
regression analysis was further performed to measure the relative importance ofthe
impactof’changes in each explanatory variable. Preliminary analyses were first
performed to ensure no violation of the assumptions of normality, linearity and
homoscedasticity. The results of the stepwise regression analysis are shown in
Tables 6 and 7 for frequency of EIS use and internalisation of EIS use respectively.

Table 6 shows thatnearly 45 percent ofthe variance in frequency of EIS use
isexplained by seven variables—ability touse EIS (habits), subjectnormsrelating
to the IS director (social factor), the reliability of the EIS system (affect),
interactionamongbusinessunits (facilitating conditions), positioninthe organisation
(social factor—role), EIS experience (habits), and CBIS experience (habits).
Overall, the results tend to indicate that habits are most important in explaining

Table 4. Pearson’s Product-Moment Correlation Between the Independent
Variables, Frequency of Use and Internalisation of Use (N = 144)

Frequency Internalisation

Independent Variable (Hypothesis) of EIS use of EIS use

r p r p
EIS Experience (H1a, b) 0.231%* 0.006 0.119 ns
Ability to Use EIS (H2a, b) 0.400** 0.000 0.413** 0.000
Satisfaction with EIS Information (H5a, b) 0.329%* 0.000 0.311%* 0.000
Satisfaction with EIS System (H6a, b) 0.312%* 0.000 0.389%** 0.000
Satisfaction with EIS Support (H7a, b) 0.160 ns 0.205* 0.016
Satisfaction with EIS Development Plan (H8a,b)  0.208* 0.014 0.250%* 0.003
Perceived Usefulness of EIS (H9a, b) 0.259%%* 0.002 0.600%* 0.000
Subjective Norms in Relation to EIS Use 0.373%* 0.000 0.383%* 0.000
(H10a, b)
Subjective Roles Relation to EIS Use (H11a, b) 0.413%* 0.000 0.569** 0.000
Subjective Values of EIS (H12a, b) 0.283%** 0.001 0.497** 0.000
Social Situations Relation to EIS Use (H13a, b) 0.176%* 0.036 0.377%* 0.000
EIS Development Processes (H14a, b) 0.249%* 0.003 0.298%** 0.000
EIS Management Processes (H15a, b) 0.285%* 0.001 0.388%* 0.000
Organisational Environment (H16a, b) 0.281%* 0.001 0.573%%* 0.000

Note: Significant at **p < 0.01, *p < 0.05
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Table 5. Pearson’s Product-moment Correlation Between the Independent
Variables, EIS Experience and Ability to Use EIS

EIS Ability to
Independent Variable (Hypothesis) Experience use EIS
r P r P
Satisfaction with EIS Information (H3a, H4a) -0.001 ns 0.166* 0.048
Satisfaction with EIS System (H3b, H4b) 0.033 ns 0.232%* 0.005
Satisfaction with EIS Support (H3c, H4c) -0.010 ns -0.005 ns
Satisfaction with Development Plan (H3d, H4d) 0.029 ns 0.017 ns

Note: Significant at **p < 0.01, *p < 0.05

frequency of EIS use: with EIS experience, CBIS experience and ability touse EIS
variables uniquely contributing to this explanation. Thisis followed by the unique
contributions ofthe variables for the social, facilitating conditions and affect factors,
asmentioned above.

It is interesting to note that position and CBIS experience have not been
included in the research model but in the survey questionnaire to check respon-
dents’ positionand CBIS experience priortousing EIS. Astheresultsindicate, they
turned outto be important variables in explaining frequency of EIS use.

Table 7 shows thatalittle over 64 percent of the variance in internalisation of
EISuseisexplained by five variables—pace of change of business environment

Table 6. Stepwise Regression Analysis —Frequency of EIS Use

R = 0.668
R = 0447
F = 14.649 : Sig. F = 0.000

Variables Entered From Construct Beta Sig.
Ability to use EIS Habits 0.244 0.001
Because of my role, IS director Social Factors —
thinks I should use EIS Subjective norms 0215 0.003
EIS system always reliable Affect — EIS features 0.229 0.001

Interaction among business units

encourages EIS use Facilitating conditions 0.264 0.000

Social Factor —

Position Subjective roles -0.166 | 0.024
EIS experience Habits 0.379 0.000
CBIS experience Habits -0.301 0.001
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Table 7. Stepwise Regression Analysis —Internalisation of EIS Use

R = 0.801
R’= 0.642
F = 38317 : Sig. F = 0.000

Variables Entered From Construct Beta Sig.

Pace of change of business

. Facilitating conditions 0.362 0.000
environment encourages EIS use

Perceived usefulness of EIS Consequences 0.264 0.000

Ability to use EIS Habits 0.214 0.000

Productive value of EIS Social Factor — 0.161 | 0.009
Subjective values

Because of my role, colleagues Social Factor —

think I should use Subjective norms 0.152 0.020

(facilitating conditions), perceived usefulness (consequences), ability touse EIS
(habits), subjective productive values of EIS (social factor), and subjectnorms
relating to colleagues (social factor). Overall, the results tend to indicate that
facilitating conditions are most important in explaining internalisation of EIS use,
with the pace of change of business environment variable uniquely contributing to
thisexplanation. Thisis followed by theunique contributions of the variables for the
social, consequences and habits factors, as mentioned above.

Insummary, theresults tend to indicate that internalisation of EIS use isamore
appropriate measure of user behaviour than frequency of EIS use. However, the
contributions of both variables in explaining user behaviour towards EIS use are
quite significantand worth taking into consideration, in deciding on the develop-
ment, implementation and use of EIS in organisations.

CONTRIBUTIONS AND LIMITATIONS
OF THISSTUDY

The contributions of this study are threefold, namely, theoretical, methodologi-
caland practical. Theoretically, EIS use as abehaviour has been established and
confirmed by this study using Triandis Framework. Methodologically, the ap-
proach for studying EIS as a behaviour using Triandis Framework has been
established. The framework and the methodology could also be applied to other
information systems to investigate factors explaining user behaviour towards those
othersystems.
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Practically, the findings of this study have some implications for EIS develop-
ment, implementation and use in organisations. EIS developers and implementers
need to be award of the social, affect, consequences, and facilitating conditions
factors that contribute the behaviour of EIS users towards using the systems.
Propereducation and training might be necessary for experience and ability touse
EIS for habits to use EIS to be entrenched.

Insummary, the findings of this study lend themselves to:

*  Improvingthe developmentand implementation of EIS;

*  Bettereducation and training for EIS users;

*  Improving EIS usage leading to the success of EIS in organisations;

. Betterallocation of scarce resources for EIS;

*  Provisionof furtherresearch into EIS usage factors; and

*  Provisionoffurtherresearch intousage factors for other information systems.

Itishowever worth mentioning that there are certain limitations to this study.
First, the database purchased purposely for this study could nothighlight the level
of sophistication of EIS in the organisations surveyed. This mightresultin some of
therespondents responding to the questionnaire who were using systems that might
not qualify to be the EIS this study expected. Despite this, the findings have some
implications for EIS and other systems in the workplace. Future research should
thus include questions of levels of sophistication of EIS in the organisations
surveyed.

Second, although necessary steps were taken in designing the survey question-
naireto ensure therightresponses asmuchas possible, itis difficultto guarantee the
right responses. In addition, in an attempt to get a good response rate, all the
questions in the survey questionnaire were closed-ended. Althoughtheresponse
rate (37.14 percent) is reasonable, the percentage of usable responses (20.57
percent) after eliminating the unusable ones might suggest some respondents did not
treatthe questionnaire with the attentionitdeserved. However, some useful written
comments and suggestions were provided by some respondents, as requested at
the end of the questionnaire. In addition telephone calls were made to some
selected respondents to seek verifications to someresponses and further questions
were asked to gain more insight to responses. Both the written and oral comments
and suggests were very helpful in providing some more insight into the analysis and
discussions of the results.

Third, due to time and resource constraints, this study adopted a cross-
sectional study approach. Since cross-sectional study addressesissues atonly one
pointintime, itdoes not capture the complex interrelationships between variables
thatcomeinto effectovertime. Although this study soughtto explainbehaviourbut

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



An Explanatory User Behaviour Testing 137

notto predictit, alongitudinal study might be more appropriate to capture such
details.

Futureresearch should thus adoptalongitudinal study approach and include
open-ended questions in the data collection. More variables should also be
included inthe research model for the social, habits and facilitating conditions to
capture the broad range of variables for these factors that might contribute to the
variance inuser behaviour.

CONCLUSION

This study set out to provide answers to:

1. Whatarethemajorsocial, cultural, and organisational factors thatexplain the
behaviour ofexecutives towards using EIS in organisational settings?

2. Whatistherelative importance ofthese factors in determining EIS use by
executivesinorganisational settings?

Theresults of this study indicate that, theoretically, both internalisation of EIS
useand frequency of EIS use variables significantly contribute to behaviour towards
using EIS. However, relatively, the results of this study indicate that internalisation
of EIS use isamore appropriate measure of user behaviour than frequency of EIS
use. The variables thatexplain the variance in these two variables are worth taking
note of inthe development, implementation and use of EIS.
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APPENDIX A

Operationalisation of Constructs and Measurement Scales
for Research Variables

Suggested operationalisation of constructs by Triandis (1980) as defined in his
framework has been used to measure the variables in the research model. In
addition, relevantstudies (e.g., Thompsonetal., 1991; Bergeronetal., 1995)are
alsoreferenced tointhe operationalisation. Inthe following paragraphsthe various
measures used aredescribed. A five-point Likertscale isused throughout, except

where otherwise stated. Thisis doneto facilitate good response rate, following
Wiersma (1986).

Habits

From Triandis’ (1980) theoretical framework, habits can be measured by the
pastexperience an individual has with an actand the ability of the individual to
perform the given act. Previous IS research studies also found computer
experiencetorelate to successful implementation ofend-user computing (Rivard &
Huff, 1988) and personal DSS applications (Raymond & Bergeron, 1992). An
earlier IS research also found thatusers learn experientially (Martinetal., 1973).
Accordingly, habits are operationalised by assessing the number of years of an
executive’s experience inusing EIS and his or her ability to use the systems.

Computer systemusers can be classified by computer experience (ability to
use the system) into novice users, knowledgeable intermittent (casual) users, and
frequent or expertusers (Shneiderman, 1998). The ability to use EIS is therefore
measured by assessing the executive’s class.

Consequences

Asstated earlier, perceived consequences is the same as perceived usefulness
inthe technology acceptance model, and perceived usefulness is defined as the
extentto whichaperson believes thatusinga particular technology will enhance his
or her job performance. As in Triandis’ model, perceived consequences of a
behaviour (orsubjective utility) is the productofthe individual s beliefs (P ) thatsuch
consequences (usefulness) will occurand the value (V ) attached to the usefulness.
Triandis suggests some methods for the measurementof (P ) such as “asking the
personto indicate his or her certainty that the consequence will or will not follow
an act” (p. 202), or using a rating scale in which a the middle point is labeled
“uncertain” and the ends points labeled “certain it will happen” and “certain it will
nothappen.” Another method he suggestsisto “provide individuals with alist of
conceivable consequences and ask them to select the consequences they consider
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to be most likely to follow the act. Then a P_of 1.00 can be assigned to the
consequences thatare selectedand P_of0.00 to the remaining consequences” (p.
202). Amethod of measuring V , Triandis suggests, is to “use aset of prescaled,
affectively positive ornegative stimuli (e.g., going toa good movie or being told by
one’s boss that one is doing a poor job) and ask the subject to match a particular
consequence, on the ‘pleasant-unpleasantdimension,” with one ofthese prescaled
stimuli” (p.203).

This study adopts and adapts Triandis’ methods together with the steps
suggested by Ajzen and Fishbein (1980, pp. 261-263), which is also used by
Bergeronetal. (1995),to measure the perceived usefulness of EIS. Similar to
Bergeronetal. (1995), perceived usefulness was measured by evaluating the extent
of the executive’s beliefs and attached values of EIS use on their managerial
(interpersonal, informational, and decisional) roles. Six five-point Likertscales
adapted from Bergeronetal. (1995) were used to ascertain the beliefs of EIS use,
and multiplying each score by a second six five-point Likert scales ascertained the
value attached to the first six consequences of EIS use. The resulting score was
obtained by averaging onthe six scales similar to Bergeron, Raymond, Rivard and
Gara(1995). The scales were found to be reliable, with a Cronbach’s alpha equal
to 0.85.

Affect

Asmentioned earlier, this constructrefers toanindividual’s feelings (satisfac-
tion-dissatisfaction) associated with a given behaviour. In this study, it is
operationalised through four variables. The first variable measured the executive’s
satisfaction with the EIS system, using seven five-point Likertscales. The second
measured the satisfaction with informationderived from the EIS system, using eight
five-point Likertscales. The third measured the satisfaction with the EIS support
services, using five five-point Likertscales. Andthe fourthmeasured theexecutive’s
satisfaction with the EIS system plan, using seven five-point Likertscales. All scales
were adapted from Bergeron etal. (1995) and Amoako-Gyampah and White
(1993). The scales were found to be reliable, with a Cronbach’s alpha equal to
0.88,0.90,0.92, and 0.92 respectively.

Social Factors

As stated earlier, this construct consists of the reference group’s subjective
culture, which influences anindividualmember of the group’s notion of appropriate
or desirable behaviour. Inthe present context, this refers to the influence ofthe
executive’s work group (peers, superiors, subordinates, IS director) upon his or
heruse of EIS. Subjective culture consists of norms, roles, and values. Inaddition,
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the social situations also evoke particular behaviours. Inthis study, this construct
was therefore operationalised through four variables. The scales and procedures
forthe four variables were adapted from Triandis, Vassiliou and Nassiakou (1968),
Kohn (1969) and Bergeron et al. (1995). The first variable measured the
subjective norms (self-instructions to do what is perceived to be correct and
appropriate by the work group) by obtaining the executive’s assessment of the
influence ofthe work group upon his or her behaviour in general, using four five-
point Likertscales (-2: strongly disagree, +2: strongly agree) and multiplied by their
evaluation ofthe probability that the work group does in fact wantthem touse EIS,
using four five-point Likert scales (0: strongly disagree, 4: strongly agree). The
resulting score was obtained by averaging on the six scales similar to Bergeron et
al.(1995). The scales were constructed from the steps suggested by Ajzen and
Fishbein (1980, pp. 74-75,pp.261-263), which was also used by Bergeron etal.
(1995) to measure the subjective norms of EIS users. The scales were found tobe
reliable, witha Cronbach’s alphaequalto 0.81.

The second variable measured the subjectiveroles (expected correctbehaviours
associated with the executive’s use of EIS), using four five-point Likertscales. The
third measured the subjective values (the broad tendencies of the work group to
prefer certain states of affairs over others inrelation to the executive’s use of EIS),
using four five-point Likertscales. Andthe fourthmeasured the social situations in
the workplace settings by obtaining the executive’s assessment of the interpersonal
relationships with peers, superiors, subordinates, the IS director and the EIS
support group inusing the EIS. This was measured using five five-point Likert
scales. The scales were constructed following Bergeronetal. (1995) and they
were found to bereliable, with a Cronbach’s alphaequal to 0.81,0.91 and 0.86
respectively.

Facilitating Conditions

This constructis operationalised through three variables. The first variable
measured the degree to which the organisational environment facilitates executives’
use of EIS using five questions derived from Nandhakumar (1996), Nandhakumar
andJones (1997),and McBride (1997) with five-point Likert scales. The second
measured the degree to which the EIS development processes facilitate executives’
useof EISusing five questions derived from Nandhakumar(1996), and Nandhakumar
andJones (1997) with five-point Likert scales. The third measured the degree to
whichthe EIS management processes facilitate executives’ use of EIS using four
questions derived from Nandhakumar (1996), and Nandhakumar and Jones
(1997)with five-point Likertscales. The scaling followed those by Bergeron etal.
(1995) and they were found to be reliable, with a Cronbach’s alphaequal to 0.76,
0.74 and 0.70respectively.
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Behaviour

This constructis operationalised through two variables. The first variable
measured the frequency at which executives use the EIS. Similarto Leidnerand
Elam (1994b), the value for this variable was obtained by asking executives to
indicate theaverage number of terminal sessions per month they initiate inusing the
EIS. The second variable measured the internalisation of EIS use by ascertaining
the executive’s probabilities and values associated with the use of the system.

According to Bergeron et al. (1995), “one of the fundamental aspects of
behaviour which can be measured is its intensity, i.e., the degree to which it is
‘internalized’ by the actor” (p. 138). Threerelevantaspects of internalisation in
terms of systemuse areidentified by Trice and Treacy (1988). The firstrelates to
theuser’slevel of dependence upon the system. The second is the extent of system
ownership feltby theuser. Andthe third refers to the routinisation of systemusage.
These suggestions were followed by Bergeron etal. in their studies. This studyalso
followed these suggestions and use a measure which consists of four five-point
Likertscales, which characterised the extent to which the system has become the
integral partofthe executive’s work activities. The scales were foundtobereliable,
witha Cronbach’s alphaequalto0.81.

APPENDIX B: SURVEY QUESTIONNAIRE

Department of Information Systems

University of Wollongong

Executive Information Systems Use Survey

This questionnaire is part of a study of Executive Information Systems (EIS)
use in organisations. EIS are Computer-based Information Systems (CBIS)
specifically designed to provide the necessary and critical information managers
need to perform their managerial roles. They may go by other names in your
organisation such as Enterprise-wide Information Systems, Enterprise Business
Intelligence Systems, Balanced Scorecard or simply Scorecard, but their primary
purpose may remain the same—to provide the necessary and critical information
formanagerialroles.

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



An Explanatory User Behaviour Testing 149

A.  CBIS and EIS Experiences

The following questions are about your experiences with CBIS and EIS, your
ability touse EIS, and how frequently youuse EIS.
1 Your Experience with CBIS
How many years have you personally been using CBIS? (Please tick one)
00 -4 05-9 010-14 d315-19 O20ormore years

2 Your Experience with EIS
How many years have you personally been using EIS? (Please tick one)
00 -4 05-9 010-14 d315-19 O20ormore years

3 Your Ability to use EIS
Inwhich class of EIS users would you place yourself? (Please tick one)

Novice casual (intermittent) user m]
Novice frequentuser m]
Expert(knowledgeable) casual user m]
Expert (knowledgeable) frequentuser O

4 Your Frequency of using EIS
Onaverage, how many times do youlogontouse an EIS? (Pleasetick one)

Several times aday m]
Once a day m]
1 - 4 times a month a
Onceamonth a
Lessthanonceamonth O

B. Perceived Usefulness and Inclination to Use EIS

Below are some statements about your personal opinion about the useful-
ness of EIS to an organisation and your inclination to use EIS. Please circle your
response to each of these statements.
1 Based on my experience with EIS I have observed that an EIS:

Strongly Agree Uncertain Disagree Strongly

Agree Disagree
Increases an organisation’s performance

SA A U D SD
Provides an organisation with acompetitive advantage

SA A U D SD
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Provides a greater level of control over managerial activities

SA A U D SD
Provides information thatallows problems to be detected

SA A U D SD
Improves the quality of decision-making inan organisation

SA A U D SD
Increases the speed of decision-making in an organisation

SA A U D SD
2 1 believe using EIS in an organisation has the potential to:
Increase the organisation’s performance

SA A U D SD
Provide the organisation with a competitive advantage

SA A U D SD
Providea greater level of control over managerial activities

SA A U D SD
Provide information thatallows problems to be detected

SA A U D SD
Improve the quality of decision-making in the organisation

SA A U D SD
Increase the speed of decision-making in the organisation

SA A U D SD

3 Using an EIS helps me personally to:
Accomplishmy usual tasks

SA A U D SD
Identify trends and obtain critical information

SA A U D SD
Make strategic decisions

SA A U D SD
Notusing EIS any more would disadvantage me

SA A U D SD

C. Satisfaction with EIS

Aninformation systemuser’s satisfaction with the system can be measured by
someattributes of the system. Below are some statements about your satisfaction
with the EIS system itself, the information you need from the EIS, the support
services for the EIS, and the development plans for the EIS. Please circle your
response to each of these statements.
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1 The EIS system [ use is always:
Strongly Agree  Uncertain Disagree Strongly

Agree Disagree
available SA A U D SD
reliable SA A U D SD
effective SA A U D SD
flexible SA A U D SD
easy-to-use SA A U D SD
fast SA A U D SD
overall satisfactory SA A U D SD
2 The information I need from my EIS is always:
available SA A U D SD
reliable SA A U D SD
accurate SA A U D SD
timely SA A U D SD
precise SA A U D SD
adequate SA A U D SD
meaningful SA A U D SD
overall satisfactory SA A U D SD

3 Thesupport services provided by the information systems personnel for
the EIS I use are always:
Strongly Agree  Uncertain Disagree Strongly

Agree Disagree

adequate SA A U D SD
relevant SA A U D SD
provided withinan

acceptabletime SA A U D SD
provided witha

positiveattitude SA A U D SD
overall satisfactory SA A U D SD

4 Development plans for the EIS systems in my organisation are always:

available SA A U D SD
reliable SA A U D SD
complete SA A U D SD
flexible SA A U D SD
attainable SA A U D SD
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D SD
D SD

future-oriented SA A U
overall satisfactory SA A U

D. Norms, Roles and Values in Relation to the EIS Use

Some people use information systems as aresult of self-instructions to do so
because it is perceived to be correct and appropriate by some members of the
organisation (organisational norms). And somepeople, by virtue of their roles
inthe organisation, may be expected by some members of the organisation touse
particular systems. Further, some broad tendencies in the organisation to prefer
certain states of affairs over others (values) may dictate that some systems are
used. Below are some statements about norms, roles and values inrelation to the
use of EIS. Please circle your response to each of these statements.
1 The following people think that I should use an EIS:

Strongly Agree Uncertain Disagree Strongly
Agree Disagree
Mycolleagues SA A U D SD
Mysuperiors ~ SA A U D SD
ThelISdirector SA A U D SD
My subordinates SA A U D SD

2 Generally, I want to do what the following people think I should do:

Mycolleagues SA A U D SD
Mysuperiors ~ SA A U D SD
TheISdirector SA A U D SD
My subordinates SA A U D SD

3 Byvirtue of my roles in the organisation, the following people expect

that I will use an EIS:
Mycolleagues SA A U D SD
Mysuperiors ~ SA A U D SD
TheISdirector SA A U D SD
My subordinates SA A U D SD

4  The use of EIS is generally considered in my organisation to be:

Productive SA A U D SD
Rational SA A U D SD
Efficient SA A U D SD
Effective SA A U D SD
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E. Social Working Relationship and Organisational
Environment in Relation EIS Use

The social working relationships among workers in an organisation may
makeiteasiertouse informationsystems. The organisational environment may
also encourage people in the organisation to use information systems. Below are
some statements about the social working relationships and the organisational
environmentinrelationto EIS use. Please circle your response to each ofthese
Statements.
1 The social working relationships between me and the following make it

easier for me to use an EIS:

Strongly Agree Uncertain  Disagree Strongly

Agree Disagree
Mycolleagues  SA A 8] D SD
My superiors SA A U D SD
ThelSdirector SA A U D SD
My subordinates SA A U D SD

2 Thefollowing aspects of my organisation encourage me to use an EIS:
The organisational culture

SA A U D SD
The pace of changing business environment

SA A U D SD
The interactions among the business units

SA A U D SD
The power and politics of the organisation

SA A U D SD
The commitment ofthe organisation to EIS

SA A U D SD

F. EIS Development and Management Processes

Some aspects of a system’s development processes and the manage-
ment processes associated with the system may encourage people in organisations
to use the system. Below are some statements about aspects of development
processes and management processes inrelation to EIS use. Please circle your
response to each of these statements.
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1 The following aspects of the EIS development processes in my
organisation encourage me to use EIS:

Strongly Agree Uncertain Disagree Strongly

Agree Disagree
Executive sponsorship

SA A U D SD
My involvement and participation in the development

SA A U D SD
The availability oftechnical and otherresources

SA A U D SD
Theuse ofadevelopmentplan

SA A U D SD
Follow-ups made after the implementation ofan EIS

SA A U D SD

2 Thefollowing aspects of the EIS management processes inmy organisation
encourage me to use EIS:
Managementpolicies and rules

SA A U D SD
Datamanagement

SA A U D SD
Availability of support

SA A U D SD
Theavailability and accessibility of the system

SA A U D SD

G. Personal Information

Wearerequesting the following personal information about you that will help
usinouranalysis of the datawe are collecting. No participant will be identified with
any information provided. Please tick the appropriate box for your response.

I Sex: O Female O Male
2 Age O 18-25 O 26-35 O 36-45 0O 46-55
O over55
3 Highesteducational level attained:
3 School Cert. OHigher School Cert. OTAFE Qualification

OBachelor Degree O Postgraduate Degree O Other (please specify)
4 Currentpositioninorganisation:
O Senior Manager OMiddle-level Manager
OLower-level Manager 3 Other (please specify)
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Thank you once again for your time and effort in responding to this
questionnaire. We appreciate very much your valuable contribution to this study.
We will also appreciate it very much if you could provide us with any further
comments about your use information systems for managerial work and about this
survey. Please provide your comments below or e-mail us on
george ditsa@uow.edu.au. Thank you.
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ABSTRACT

Anonymity is an important aspect of group support systems (GSS). However,
as to the overall effectiveness of the use of anonymity, findings have been
inconclusive. Some studies show positive effects in the number of ideas
generated, quality of ideas, and uniqueness of ideas, whereas other studies
show negative or neutral effects. An examination of social psychology
literature indicates that the effect of public self-awareness on evaluation
apprehension in different cultural groups may play a crucial role. Thus, social
psychology and Hofstede’s model of cultural differentiation are used in this
chapter to explain the different effects of anonymity on the behavior of Hong
Kong and Canadian groups during GSSsessions. It is hoped that understanding
the effects of anonymity in different cultural contexts will better inform the
design and facilitation of GSS in increasingly diverse global settings.
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INTRODUCTION

Group supportsystems (GSS) are an increasingly popular means of aiding
decision-makinginavariety of organizational settings, by combining the computer,
communication, and decision technologies to improve the decision-making process
(Briggs, Nunamaker & Sprague, 1998). Such technologies make use of anonymity
as a key tool to improve the quality of decisions (Nunamaker et al., 1991;
Pinsonneault & Heppel, 1997; Postmes & Lea, 2000). However, with globaliza-
tion, it is becoming increasingly important to adapt this tool to the cultural
background of the organization or group that intends to use it effectively.

Group work is often inefficientand unproductive, suffering from anumber of
process losses. Inhibition and evaluation apprehension are considered as among the
biggest problems that are known to hamper the active participation of group
members. By allowing anonymous communication, GSSs are expected toreduce
inhibition and evaluation apprehension, leading to process gains and better perfor-
mance outcomes.

However, the findings from empirical studies into the use of anonymity in
decision making show conflicting results (Pinsonneaultetal., 1999; Chun & Park,
1998). It seems that anonymity is appropriate in some contexts, whereas itis not
appropriate in others. The objective of this chapter, therefore, is to examine the
effects ofanonymity on specific cultural groups during activities using GSS, as this
may help to clarify some of the inconsistencies in GSS research.

BACKGROUND

GSSsareusually employed with the intention to increase the effectiveness of
groups by alleviating aspects of group dysfunction, and improving heuristics of
individuals and groups when solving problems. Group dysfunction canbe divided
into process dysfunction and social dysfunction. Process dysfunction includes
production blocking due tounequal participation, which is the result ofunequal air
time. Social dysfunctions may hinder group productivity through undesirable social
processes thatare present in the group. Examples of these are free riding, cognitive
inertia, socialising, and domination due to status imbalance, groupthink, and
incompleteanalysis.

Managers spend a considerable part of their work in meetings and participat-
ingingroupdecisions. Anonymity is generally believed to create an environment that
improves group participation, communication, and the objective evaluation of
ideas, enhancing the productivity of groups and their decision-making process.
Anonymity, asadistinctaspect of GSS, was expected to increase productivity by
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reducing the level of social or production blocking, increasing the number of
interpersonal exchanges, and reducing the probability of any one member dominat-
ingthemeeting. However, some studies, forexample, George, Easton, Nunamaker
and Northcraft (1990), found that anonymity had no effects on inhibition, group
communications, and group performance. Itis believed that these inconclusive
results can be attributed to the fact that the effects of anonymity might depend on
some contextual and group factors such as the degree of evaluation apprehension
and conformance pressure experienced by group members (Pinsonneault &
Heppel, 1997).

Issues, Controversies, and Problems

Quiteanumber ofempirical findings have suggested that the use of anonymity
and process structure in electronic brain-storming (EBS) generally promote a
positive effect on the number ofideas generated (Jessup, Connolly & Galegher,
1990; Gallupe, Bastianutti & Cooper, 1991), and quality of ideas achieved in
decision making (Zigurs & Buckland, 1998). However, the anonymity function
inherentinmulti-workstation GSS has been found to heighten conflictas members
tend to communicate more aggressively because they tended to be more critical
(Connolly, Jessup & Valacich, 1990; Jessup etal., 1990; Valacichetal., 1992),
tohavenoeffects oninhibition (Valacich, Dennis & Connoly, 1994; Valacichetal.,
1992), and to have no effects on group performance (Valacichetal., 1994). Other
empirical findings show that, in terms of effectiveness, nominal brainstorming may
beequalto (Gallupeetal., 1991; Gallupe , Cooper & Bastianutti, 1990; Cooper,
Gallupe, Pollard & Cadsby, 1998) orsometimes less (Valacichetal., 1994; Dennis
& Valacich, 1993) than electronic brainstorming, indicating that atleast as far as
laboratory studies are concerned, empirical investigations have proved inconclu-
sive. A summary of theseresults canbe seenin Table 1.

The controversy surrounding the effectiveness of GSS has drawn attention to
the practical usefulness of EBS over nominal brainstorming. Dennis & Valacich
(1999) concluded that EBS isnot likely to surpass nominal brainstorming for small
groups, but with groups of over nine members, EBS offers clear performance
benefits overnominal brainstorming as well as verbal brainstorming (Pinsonneault,
Barki, Gallupe & Hoppen, 1999). Pinsonneault et al. (1999) concluded that
existing theoretical and empirical evidence does not provide sufficientjustification
fortheestablishment of EBS’ superiority over nominal brainstorming, even for large
groups.

Itis clearthatthe empirical findings of research into the effectiveness of GSS
areunsatisfactory. Therefore, contextual issues, such as culture, will be required to
make GSS research more meaningful and enable effective use of GSS.
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Table 1. Studies on Anonymity and GSS (Adapted from Pinsonneault &
Heppel, 1998)

Study Subjects Independent Findings
variables
Connolly et | Students Anonymity Number of comments (+)
al. (1990) (no identification) Quality of ideas (=)
Criticalness (+)
Gallupe et Students Anonymity Number of unique ideas (+)
al. (1997) (no identification)
George et al. | Students Anonymity Number of comments (=)
(1990) (no identification) Decision quality (=)
Consensus (=)
Inhibition (=)
Equality of participation (=)
Hiltz et al. Managers | Anonymity Number of comments (=)
(1989) (pen name)
Jessup & Students Anonymity Number of comments (=)
Tansik (no identification) Criticalness (=)
(1991) Satisfaction (=)
Equality of participation (=)
Jessup etal. | Students Anonymity Number of comments (+)
(1990) (no identification) Criticalness (=)
Pinsonneault | Students Anonymity and Number of unique
et al. (1997) established group ideas (-)
with non-
controversial topic
Shepherd et | Students Anonymity and Number of unique
al. (1996) social comparison ideas (+)
Wilson & Students/ Anonymity Number of comments (+)
Jessup Managers (no identification) Number of unique
(1995) ideas (+)
Number of rare ideas (+)
Scott (2000) | Students Anonymity Number of Comments (=)

(=) No effects of anonymity on the dependent variable; (i.e. the quality of ideas from
anonymous groups was not different from the quality of ideas generated by the non-
anonymous groups)

(+) Anonymity had a positive effect on the dependent variable (e.g. anonymous
groups generated a greater number of comments than the non-anonymous groups)
(-) Anonymity had a negative effect on the dependent variable (e.g. established
groups working on a non-controversial topic generated fewer comments when
working anonymously than when identified)

Culture has been defined as the collective programming of the mind, which
distinguishes the members of one group or category of people from another
(Hofstede, 1991; Tan, Watson & Wei, 1995). Culture involves the beliefs, value
system, and norms of'a given organization or society, and can exist at national,
regional, and corporate levels. In fact, even information systems theories and
researchare heavily influenced by the culture in which they developed, and atheory
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grounded in one culture may notbe applicable in other countries (Tanetal., 1995;
Triandis, 1987). The theories explaining the effects of GSS have come mainly from
aNorth American perspective, and may need adjustment for appropriate explana-
tion of the same phenomena indifferent contexts. Therefore, in order to incorporate
aglobal dimension, theories and models that attempt to explain the effectiveness of
technology will need to take into account the cultural background of the group being
examined.

Culture was not specifically considered as animportant dimension in the early
studies of GSS. In fact, DeSanctis and Gallupe (1987) identified only three
dimensions for the study of GSS appropriation: group size, member proximity, and
task type. Watson, Hoand Raman (1994) later provided empirical support for the
inclusion of culture as a dimension of GSS to add to DeSanctis and Gallupe’s
(1987) dimensions of group size, member proximity, and task type. Their study
examined U.S. and Singaporean culturesusing GSS, and the findings suggested that
Singaporean groups tended to have a higher pre-meeting consensus and less
change in consensus thanthe U.S. group. This may be explained with reference to
the collectivist nature of Singaporean culture, as collectivists have a tendency
towards group consensus (Meijas, Shepherd, Vogel & Lasaneo, 1997).

Tanetal. (1995) suggested ways that different cultures can be studied with
other important variables such as task type and group size. The study focused on
finding a way to examine the robustness of previous and current GSS research
across different cultures and to add a cultural perspective to existing GSS
knowledge. Hofstede’s dimension of power distance was examined inrelation to
GSS and the possible impacts of GSS intervention in both high and low power
distance countries were explored.

Instudies examining only Singaporean groups (Tanetal., 1995), the use of
GSSresulted inadecreased impact of status and normative influences on decision-
making. These findings showed that change in consensus was greaterin U.S. than
Singaporean groups, and influence was more equal in Singaporean groups than
U.S. groups. The higher power distance of Singaporean groups may explain the
differences between these two meeting outcomes, and the study supports the
proposition that GSS can overcome the effect of high power distance on group
meetings.

A study comparing North Americanand Mexican groups participatingin GSS
sessions showed differences in terms of perception of consensus and satisfaction
levels of group members (Meijasetal., 1997). U.S. and Mexican groups were also
studied for GSS’ effects on participation equity, with Mexican groups reporting
higher participation equity levels than U.S. GSS groups (Meijasetal., 1997). It was
suggested that high power distance cultures benefit from GSS, and that these

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Culture and Anonymity in GSS Meetings 161

findings indicate that culture has a significant bearing on crucial aspects of GSS
meetingoutcomes.

Insum, studies into the use of GSS by different cultures have indicated that
there are differences between different cultures using GSS, and that cultural
dimensions, such as those proposed by Hofstede (1991), have some relevance in
explaining these differences. However, there is still uncertainty as to the specific
impacts of culture on the performance of groups inanonymous GSS sessions, and
therefore, more mustbe done to clearly understand how different cultures respond

toanonymity.

Solutions and Recommendations

Tobetterunderstand the impact of culture on anonymity in GSS, itisuseful to
conductastudy comparing two culturally different groups while using the anonymity
function of GSS. Therefore, a cross-cultural laboratory experiment was undertaken
to examine the effect ofanonymity on the performance ofhomogeneous groups of
managers in Canadian and Hong Kong cultures using anonymous GSS and non-
anonymous GSS.

Toprovide atheoretical basis for this laboratory experiment, literature from
social psychology and Hofstede’s (1980) model of cultural differentiation are used
as aconceptual framework for explaining effects of culture on anonymous GSS
meetings. According to these areas of research, itis proposed that anonymity will
have different effects depending on the culture ofthe group using the GSS.

Inthe social psychology literature, public self-awareness, involving account-
ability and awareness of one’s own appearance ina group (Pinsonneault & Heppel,
1997), can explain how individuals from certain backgrounds and cultures can be
strongly influenced by the evaluation of others. When public self-awareness is
raised, concerns with social standards and conformity are also increased, and can
lead to inhibition when participating during group meetings. Likewise, when
punishmentis notexpected, individuals can become uninhibited (Pinsonneault &
Heppel, 1997), leading to higher participation. Therefore, when public self-
awareness is high, a correspondingly high level of anonymity will be required in
order to liberate people from social evaluation. Thatis, when people fear social
evaluation, disinhibition will occur only when they feel fully protected fromitby
anonymity. Thus, the Hong Kong and Canadian group’sreaction to anonymity will
depend onthedegree of evaluation apprehension experienced by participants inthe
group interaction.

The Hong Kong Chinese culture is rooted in the social ethic advocated by
Confucius (Oh, 1991). Unlike the North American culture, which promotes the
importance of individuals (rather than the groups), Confucianism promotes status
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hierarchies, loyalty to people, norms of conformance, mutual obligation, and
reciprocity. Inthe Hong Kong Chinese culture, group interactions tend to empha-
size harmony, conformance, and reciprocal respect rather than openness and
spontaneity. Inthis case, the participants will be inhibited from submitting comments
that deviate from the norm (uncertainty avoidance), are against their superior’s
ideas (power distance), or may break harmony with the group (collectivism).
Anonymity will enable the participants to submitideas and comments without being
identified, which may reduce the perceived threat of punishment. Therefore, as
HongKong’s culture usually exhibits these three influences, the Hong Kong group
will benefit from anonymity as it causes disinhibition, leading to improved perfor-
mance.

However, the Canadian group’s culture, which frequently exhibits openness
and spontaneity, willusually allow individuals to deviate from thenorm. Therefore,
there will be no significant level of inhibition in the Canadian GSS group, and
anonymity willnotsignificantly inducedisinhibition. Consequently, there shouldbe
no positive effect on performance or perceived participation. Therefore, the Hong
Kong groups will respond more positively to anonymity than the Canadian group.

Thetheory outlined above regarding culture’s effects on GSS groups leads us
tohypothesize:

H1: Anonymity willhaveahighersignificantpositiveeffect for Hong Kong groups
than Canadian groups in terms of number ofideas generated.

H2: Anonymity willhaveahighersignificantpositiveeffect for Hong Kong groups
than Canadian groups in terms of quality ofideas.

H3: Anonymity willhaveahighersignificantpositiveeffect for Hong Kong groups
than Canadian groups interms of perceived level of participation.

A 2X2 factorial design was used to test these hypotheses. As depicted in
Figure 1, the two independent variables were anonymity and culture, resulting in
four treatment conditions. The initial assignment of subjects to groups within their
own culture was randomly determined.

In all, 144 subjects participated. The Canadian sample consisted of 72
subjects who were managers on a post-graduate course in information systems.
The Hong Kong sample also consisted of 72 subjects who were managers on an
identical post-graduate course in Hong Kong. In each location, 18 groups of four
individuals each were given two business cases to analyze. All of the subjects
performed undernon-anonymous conditions for the first task and anonymously for
the second task (see Figure 1).

Therespective parts ofthe experiment took place in identical group decision
support system laboratories at each site (Hong Kong and Canada), with tables
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Figure 1. Research Methodology

Cultural Background
Canada Hong Kong

Anonymous

Anonymity

Identified

arranged in a U-shaped pattern, acomputer terminal in front of each chair,and a
projection facility at the front of the tables that constituted a public viewing screen.
Each group member was first asked to read a background statement for the Case
Analysis Tasks and to submitideas and comments, based on his or her personal
judgment. They then were given training in the use ofthe GSS. Group members then
worked together using the GSS to analyze the first business case with submitted
comments inanonymous conditions, and then the second case submitting comments
innon-anonymous conditions. The instructions, facilitators, procedure, and condi-
tions were identical for each culture. At the end of each analysis, each group
member filled outa post-meeting questionnaire to measure the perceived level of
participation during the group task. Thus, group performance was measured
according to the number of ideas generated, idea quality, and perceived level of
participation.

Theresults ofthe field studies verified our hypothesis. Anonymity was found
to have more significant positive effects for Hong Kong groups. Withanonymity,
the performance ofthe Hong Kong group improved significantly in terms of number
of contributions, quality of contributions, and perceived level of participation. No
significant differences in the performance measures were found for the Canadian
groups, except for the quality of contributions, which deteriorated with anonymity.
A qualitative analysis of this negative effect revealed social loafing and lack of
accountability as possible causes.

Future Trends
Aswemoveinto the world of virtual organizations and electronic commerce,
the use of GSS by groups of different cultures becomes an irreversible trend. For
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practitioners oruser of GSS, groupware applications, or other electronic commu-
nication systems, the implications are important. We cannot simply think of
anonymity as aconcept thatis good or bad initself. The use of anonymity should
depend onthe culturein whichitis applied. Forexample, itis probably nota good
idea to use anonymity in some cases where the culture of the group does not
emphasize status hierarchies, conformance, mutual obligation, and reciprocity. In
these situations, anonymity could even lead to negative outcomes such as social
loafing due to the reduction inmotivation and effort that occurs when individuals
work inanonymous groups. Conversely, it may be beneficial to use anonymity for
GSS-supported groups with cultures thatnormally exhibithigher levels of conform-
ance pressure and evaluation apprehension.

Inabroader sense, GSS and groupware designers and developers should pay
special attention to the implementation of anonymity features. For example, they
couldmake iteasier forusers to turn these features on and offto accommodate the
culture of the groups using the systems. Finally, facilitators should remember that
studies suggest that culture influences participation in the GSS environment (Tung
& Quaddus, 2002). Therefore, facilitators should study the culture ofthe group
using the technology before blindly using anonymity to generate or evaluate ideas.

Conclusion

Cultureisclearly animportant factor affecting a group’sresponse to anonymity
inthe GSS context. Therefore, culture’s influence on group structure and evaluation
apprehension are important considerations for designers, facilitators, and users of
GSS. Considering the lack of research on the effects of culture on GSS, further
research in this field would appear to be worthwhile. This may be conducted on
other interactions associated with cultures using the anonymous function of GSS.
Thisresearch also has fascinating implications for technology’s effect on other
cultures. Aninteresting line of research for the future will be to isolate the relative
impactofanonymity with different cultures engaged in different tasks and situations.
The knowledge gained from this and other continuing studies, will assistin the
effective application of GSS increasingly diverse and global contexts.
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Chapter X

Asynchronous and
Distributed Multi-Criteria
Decision Making Using a
Web-Based Group
Support System

Sajjad Zahir
University of Lethbridge, Canada

Brian Dobing
University of Lethbridge, Canada

ABSTRACT

A detailed model for designing a Web-based Multi-Criteria Group Support
System (MCGSS) is presented. The model is based on the Analytic Hierarchy
Process (AHP) and uses the intensity of preferences of group members rather
than simple voting procedures. This approach offers several advantages over
simple voting mechanisms, including a much richer picture of both individual
and group positions and more equitable decision-making. A prototype
system, with auser-friendly graphical user interface (GUI), has been developed
and used to analyze an experimental group decision process over the Internet.
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This permits a wider range of users, including those with limited typing skills,
asynchronous communication across many time zones, and a larger number
of participants than conventional systems. An agenda for further research is
outlined.

INTRODUCTION

Groups have no doubtbeen making decisions since prehistoric times. From
early diagrams inmud or sand, groups have moved o flip charts and erasable white
boards. Butthese innovations have notreally changed the process. Group Support
Systems (GSS) offer the potential of new ways for groups to work together, but
most reported usage is still for systems that simply supplement face-to-face
meetings. The computer screen has replaced lines in the sand, and enforced
structures (e.g., facilitators, agendas, brainstorming, and voting) that well-orga-
nized groups have always used. But there is no fundamental difference in the
process.

Hammer (1990, p. 104) argues that we need to re-engineer the workplace,
notsimply automate existing procedures. “Instead of embedding outdated pro-
cessesinsilicon and software, we should obliterate them and start over.” The same
argument can be applied to the group decision-making process. Thereis a clear
need for GSS that can effectively support larger groups working asynchronously.
This type of system does not need to be more effective than face-to-face meetings
tobe valuable (Fjermestad & Hiltz, 1998). Because of the high costs of bringing
people together, and the time lost in doing so, a system that allows them to be
consulted remotely offers considerably more value than most GSSs studied so far.

Researchin GSS has concentrated on two main streams: (1) the design and
evaluation of features and technology; and (2) the effects of the technology on group
decision outcomes and processes (Williams & Wilson, 1997). This paper belongs
tothe firstofthese categories, providingamore theoretically sound andricher voting
procedure that should be well-suited to decision-making over the Internet. Our
main focus isthe designissues ofthe GSS, which must be addressed before more
meaningful research onthe decision-making process can beundertaken (Fjermestad
& Hiltz, 1998). An Internet-based asynchronous GSS, allowing global participa-
tionand using the intensity of preferences, operates ina profoundly different way
fromtraditional face-to-face meetings. The more sophisticated voting mechanism
should help address the communication and cultural issues that face global virtual
teams (Dubé & Par¢, 2001). Participants can articulate their positions in consid-
erably more detail, allowing consensus to be measured on more levels than simply
the preferred alternative. Some future research opportunities are outlined in this

paper.
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BACKGROUND

Arecentsurvey of GSSresearch (Fjermestad & Hiltz, 1998) found that the
systems most frequently studied are quite unlike those needed by many organiza-
tions. Organizations are increasingly global and contain “virtual” components.
Previousresearch has generally occurred in Decision Room environments using
LANS, buttime zones and the pressures of other commitments mean systems must
runasynchronously on the Internet. But only about 10% of research has studied
asynchronous meetings. The GSS must support larger groups, because participa-
tionisno longer limited by room size and more inputis needed. But 80% ofpast
research limited group size to 10 or fewer. The decisions they support are often
complex, requiring many types of expertise and taking considerable time for
deliberation. Butover halfofpast studies imposed aone-hour maximum. This may
work with student groups, whose members have little attachment to the decision
being made. It does not seem realistic for organizational decision-making. In
addition, most of the groups studied had no leader and no facilitator. Thisis also
partly due to the types of student groups often studied. The interfaces used in the
studies were often simple, limited by early personal computer technology to text-
based interaction. Today, because of the wide variety of potentialusers, GSSsneed
graphical interfaces thatare easier to use and follow standardized formats. Finally,
moststudies have used GSSs that permitted only simple voting procedures ornone
atall. (Some tasks involved allocation of funds to projects and thus permitted a
limited form of proportional voting.) Butthese voting mechanisms are insufficient to
adequately capture everyone’s position with larger groups and complex issues.

A meta-analysis of GSS that considered virtual teams concluded that ““distrib-
uted virtual teams made worse decisions than the control groups working without
GSS” (Dennis & Wixom, 2002). They also found that GSS lowered satisfaction
with the decision-making process. However, most of these studies involved
simulated virtual teams composed of students. In many cases, the only practical
alternativeto virtual team decision-makingis centralized decision-making. Satisfac-
tionisalso likely to be higher when participants recognize this and are also aware
ofhow muchitwould cost, in dollarterms and in time and personal inconvenience,
to hold face-to-face meetings. Furthermore, arecent study using graduate business
students making a product development decision found that virtual teams were
actually the mosteffective (Schmidt, Montoya-Weiss & Massey, 2001).

Asnoted, most GSSs offerasimple voting mechanism (Williams & Wilson,
1997) and this can be used to make decisions (majority rule). However, group
leaders and facilitators are often more interested in knowing where members stand
and, mostcritically, why. With face-to-face meetings, simple voting mechanisms
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are often sufficient. Participants likely know where most of their colleagues stand
through their comments and body language, and can probably anticipate many
positions before the meeting begins. As the number of participants increases, their
backgrounds become more diverse, they representa wider range of locations and
business functions, andthemediaislessrich (i.e.,nolonger face-to-face). Obtaining
apicture of where group members stand and how they might be clustered becomes
more difficult. But this information is essential in guiding the decision-making
process.

Thereisalso animplicitassumption through much ofthe GSS literature that
one-person, one-vote democracy is how organizations are run, or at least should
berun. Inpractice, managers frequently seek input but donot feel bound by majority
rulevoting. They may noteven wantsuch voting to occur. Multicriteria voting greatly
improves the quality of input and helps managers with the more important tasks of
analyzing alternatives and building consensus around the one chosen.

Saaty (1989, 1990) introduced the idea of using the AHP to support group
decisions. Many other authors have also investigated group decision-making within
the same framework (e.g., Forman & Peniwati, 1996; Ramanathan & Ganesh,
1994; Zahir, 1999a; Zahir, 1999b). The AHP computes preference intensities for
decisionalternatives after aggregating preference measurements with respect to
theirchosen criteria. Aggregate preferences are no longer determined by counting
thenumber of votes. AHP provides aricher data set that more fairly represents the
positions taken by all parties, data thatleaders and facilitators can use to facilitate
the consensus building process. Traditional “yes-no” voting provides very little
information on options except for the one chosen; there is no room for expressing
the degree orintensity of preferences. Inthe conventional AHP, group aggregations
canbe done either by arithmetic mean or geometric mean approach (Saaty, 1990).
Butthe geometric meanaggregation has been shown to violate the Pareto optimality
condition, one of the axioms of Social Choice Theory (Ramanathan & Ganesh,
1994).

Zahir (1999a, 1999b) extended the AHP to the Euclidean vector space
(VAHP). He proposes asimple aggregation procedure (based on vector addition
of preferences) that, unlike the geometric mean approach ofthe conventional AHP,
satisfies most Social Choice Theory axioms (Zahir, 1999¢). The VAHP also
enables us to compute group coherence in astraightforward manner (see Eq. 3 of
Section 2). Inthis paper, weusethe VAHP formalismjust for the sake ofillustration;
we could haveused the arithmetic mean method ofaggregation within the traditional
AHP group decision procedures without any loss of generality.

Some existing GSS already incorporate intensity of preferences. One of them
is Team Expert Choice™(1999), based onthe AHP, butdesigned for decision-
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making by a group connected by alocal areanetwork (LAN). These basic PC and
LAN hardware configurations are now clearly dated (Mandviwalla & Gray, 1998).
Withincreasing globalization and virtual organizations, groups need to meetand
make decisions remotely. The Internet already has most of the building blocks in
place orunder development (e.g., video conferencing) and allows participants to
be separated in space and/or time to a much greater degree than conventional
LAN-based systems. Indeed, one of the limitations on GSS usage is that these
systems simply supplement face-to-face meetings. The advantages ofusing them
are not always clear (Chun & Park, 1998) and groups can easily revert to
conventional meeting structures. Furthermore, pastresearch has found that “posi-
tive effects of GSS use were noted more often in ... asynchronous settings”
(Ramsden, 2000).

Thus, more research is needed to find ways to utilize the Internet to create
effective distributed decision-making tools. Internet-based systems are still in the
early stages. Inarecent review of the status of Multi-Criteria Decision Support
Systems (MCGSS), Internet-based systems were not mentioned (Siskos &
Spyridakos, 1999). INSPIRE, a Web-based negotiation system shows the
potential of this technology (Kersten & Noronha, 1999). However, INSPIRE is
notdesigned for GSS applications. Web-HIPRE is arecent Web-based tool that
provides acommon platform for individual and group decision-making (Mustajoki
& Hamalainen,2000). Italso facilitates multi-criteria decision analysis by imple-
menting both multiattribute valuetheory (MAVT) (Keeney & Raiffa, 1976) and the
Analytic Hierarchy Process (Saaty, 1980) along with its variations (Saaty, 1996).
Our MCGSS is aprototype system in which we use the framework of VAHP for
group aggregation and also present a visual aid for pairwise comparison of two
objectsusingapair ofadjustable sliders. Using the VAHP facilitates computation
of group coherence that is not supported in Web-HIPRE.

THE AHP AND GROUP PREFERENCES

The Web-based MCGSS presented here is designed so that users can enter
their preferences inan easily understood and user-friendly interface througha Web
browser (e.g., Netscape Communicator or Microsoft Internet Explorer). Easy-to-
learn and user-friendly interfaces are essential if GSSs are to become more
commonly used in organizational decision-making. While Team EC™uses an
aggregationrule thatasks users to enter the ratio of comparisons directly, MCGSS
uses more intuitive slider controls. The system uses intensity of preferences as
defined by the VAHP. The proposed system will not only collect more detailed
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attitudes from participants and aggregate them, but also incorporate tools for
sophisticated analysis that should help produce abetter understanding of individual
and subgroup positions. Theresultis amulti-criteriadecision model thatenables and
enhances communication, information sharing, and consensus building among
group participants indistributed settings.

We assume that our group typically consists of five to 20 members, covering
the sizes of most groups studied to date (Fjermestad & Hiltz, 1998), who have
sufficienttime to share information and negotiate positions. However, the MCGSS
hasnoabsolute limit on the number of participants. Although thereis no guarantee
thatthe group will arrive ata consensus, the decision-making environment and the
time given are expected to bring some level of “homogeneity” to their knowledge
and information base in order to move towards thatend. Only a limited level of
“homogeneity” can be achieved through a group discussion process, because the
trueinformationbase ofanindividual includes lifelong experiences. Eachindividual
processes information and synthesizes knowledge inaunique way, as characterised
by eachindividual’s value system, so each member can hold varying preferences
forthe decision alternatives spanning the decision space.

Inour system, the aggregation of group preferences is done according to the
Euclidean versionofthe AHP (Zahir, 1999a, 1999¢). The VAHP provides asimple
constructto define groups of individuals in the context of any particular decision
problem. The model is outlined below.

Let Vi (i=1...N)bethe grand preference vector of the i individual ina group
consisting of N decision-makers. The preference vectors are defined in an n-
dimensional alternative space such that (Vji)2 istheaggregate intensity of preference
(i.e., relative priority) of the i" voter assigned to the j" decision alternative,j=1,
...,1. Eachindividual is assumed to compute his or her own hierarchy, which will
depend on the setattributes or criteria chosen by each voter, although everybody
will decide among the same set of decision alternatives. The judgements (i.e., the
preference operators) can be different and are independently constructed.

The thinking patterns of group members can be roughly grouped into one of
three categories:

1. Allofthemthinkalike;i.c., we haveaconsensus.

2. The members’ opinions vary, but with most clustered into two or more
subgroups.

3. Members’ opinions differ considerably so there s little consensus.

Groups of'the first type can successfully use any voting mechanism, ifone is
even needed. But for groups in the second category, the MCGSS can provide
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considerableinsightinto both the level of consensus and also the key issues thatare
preventinga fuller consensus. For groups in the third category, the voting results are
not very meaningful buttheunderlying data provides more insight into the areas of
disagreement.

N
We compute the group preferences using vector addition; i.e., G*= 2 V.

i=1

G ¥ isthe normalized unitvectoralong such that:

()

This guarantees (C‘;)T G=1 . Thepreference foralternative i for the group is:
I,=(G,)’ (2)

such that 2 I=t Hence, [, istherelative intensity of preference of the entire

group corresponding to alternative i. Thus, the most preferred alternative has the
maximumofall T, .
The coherence of the group is given by:

r=<ViVi>=<(V)TVi> (i,j=1..N,i!j)

— \Y%
=N(N-1) l;;_l A3)
i)

The intensity-based decision process allows us to clearly picture where
members stand on all alternatives and why. This information is much more
meaningful than simple vote counts. The MCGSS enables each decision-makerto
selecthis or her decision hierarchy, enter his or her judgements into the pairwise
comparison matrices, and have his or her grand preference vector calculated and
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savedinthedatabase. Then, the “facilitator” will use the analysis tools to compute

the final aggregate intensity of group preferences (i.e., I1; ) before presenting the
collective views to the group.

OVERVIEW OF THE MULTI-CRITERIA GROUP
SUPPORT SYSTEM (MCGSS)

Conventional GSSsinclude tools to facilitate processes such as exchange of
information, brainstorming, consensus building, and negotiations. Inthe MCGSS,
the exchange of information takes place over the Internet or Intranet using e-mail,
video-conferencing, and advanced data/information sharing tools. Consistent with
the simplicity and user-friendliness of typical graphical interfaces (e.g., the Win-
dows or Apple operating systems), we propose that users enter the relative
preference for each alternative viaa “bar graph” (using a slider control), for which
the height of each bar (which can be dragged by the mouse to any height within the
control) would represent the preference assigned to each alternative. Although
every individual will provide relative overall preferences for the same decision
alternatives, noteveryone will arrive at that preference using the same number and
type ofattributes. Hence, the system must allow each decision-makerto selectthe
relevantsetof criteriareflecting their values and to make judgments with respectto
various value-based criteria. Such aset of value-based criteria can be agreed upon
priorto a group choice process in consultation with the participants of the group.

The system has two types of users and, hence, two types of interface and
dialogues. The decision-makers (i.¢., the group members) are the main users and
the system enables them to make, enter, and record their preferences abouta given
listofdecisionalternatives evaluated underaselected setof criteria. They firstselect
the criteria froma givensetreflecting their personal values and beliefs. The decision-
makers then enter their pairwise judgments regarding the alternativesusing the slider
controlsmentioned above. They also perform apairwise comparison of the criteria
they chose to judge the alternatives. Although all members consider the same
alternatives, their choice of criteria can vary. Once they are confident about their
preferences, they submit the data for recording. The other user is the group
“facilitator” who analyzes the database of individual preferences using aggregating
methodologies. The facilitator also reports the final results of any group choice
process. The final results show the intensity of group preferences assigned to each
alternative.

The outline ofthe MCGSS conceptualised inthis paperis preliminary innature
and furtherresearchisneeded before a full-fledged versionis developed. We have
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developed aprototype system and this paper presents the results of an experiment
involving a public policy decision scenario. In addition to those features in the
prototype, the data security, identity verification, data storage, computation,
aggregation and display of results are all important, required components of the
system.

THE ARCHITECTURE OF THE SYSTEM

A traditional Group Decision Support System (GDSS) (DeSanctis & Gallupe,
1989; Gray & Nunamaker, 1989; Sauter, 1997) integrates two concepts: Groupware
and DSS. The Groupware component takes care of such functions as information
exchange among the group members. Because the MCGSS is Internet-based,
synchronous and asynchronous exchanges can occur through e-mail, discussion
groups, and chatrooms. Files (documents, data, analysis, etc.) can be attached.
The DSS component, particularly the alternative selection process, was designed
with two interfaces, one for the members of the group and the other for the
facilitator.

The modular structure of the MCGSS architecture is shown in Figure 1. The
major DSS components are Databases, Model Bases, and Dialogues. The
supporting components are a DBMS (Data Base Management System) and an
MBMS (Model Base Management System) that provide the links between the
Dialogues and the Database and Model Base respectively. Group members and the
facilitator access the system through two different dialogues or interfaces. Each
componentis described in further detail below.

Database

The voting preferences database may or may not be the same database that
contains data specific to the task. One table contains information about each
decision-maker belongingto the group. Each decision-maker will have aunique ID
along with other pertinent information such as postal address, e-mail address,
phone number, position in the organization, etc. Other tables contain the data
needed by the VAHP model to calculate decision-makers’ grand preference
vectors. This datais entered through the user dialog.

Model Base

The model base ofthe MCGSS consists of three types of models. The VAHP/
AHP modelisaccessed by decision-makers while entering their relative prefer-
ences forthe criteriaand the decision alternatives subject to each criterion. Foreach

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Asynchronous and Distributed Multi-Criteria Decision Making

Figure 1. Components of the MCGSS
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Data Base Facilitator Model Base
Member v VAHP/AHP
Information Dialogue 1T
\A Aggregation
DBMS | MBMS _ Tools
Member
Preferences
(GPV) Analysis &
Presentation
Dialogue [ Tools
Members
(Decision Makers)

Legend:
GPV: Grand Preference Vector (part of VAHP)
MBMS: Model Base Management Systems

member, thismodel will compute the preference vectors, aggregate them with the
criteriaweights, and finally calculate eachmember’s grand preference vector. The
squares of the elements of this vector are the aggregate relative priorities of the
decisionalternatives according to the voter being considered. This information will
be utilized by the second model base that consists oftools for group aggregation
(seeequations 1 to 3), leading to the final intensity of preferences for the decision
alternatives as the verdict ofa group decision process. Other analysis tools can
generate furtherresults if desired.

Dialogues

The system provides two dialogues, one for the group members and the other
for the facilitator. Members enter their preferences through the Member Dialogue
discussed in the next section. The Facilitator’s Dialogue is similar to other GSS,
allowing access to the databases and model bases asneeded. This dialog includes
“switchboard” screens that provide quick and simple access to various results from
the analysis. In some situations, the group might also prefer that everyone have
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accesstosome (orevenall) ofthe datanormally available only to the facilitator. The
system should be able to support any degree of openness.

A CONCEPTUAL DESIGN OF THE
USER INTERFACE

Theuserinterface isthe key tousability, and thisismostapplicable to the group
member interface in a GSS system. Group members may be anyone in the
organization, and occasionally from outside the organization. Their technical skills
and, in particular, their typing skills can range from those of beginners to very
experienced users. The member interface has been designed with this inmind. A
very easy-to-learn and easy-to-use interface can have a tremendous impact on the
eventual success of the system.

One ofthe maininterface designissues is determining the mechanism by which
members express their judgments while comparing any two objects (i.e., criteriaor
alternatives). In decision-making applications of the AHP, decision-makers com-
pare only reasonably similar alternatives because humans cannot differentiate one
object fromanother by a factor greater than nine (Saaty, 1980). Thus, theratio scale
suggested by Saaty (1980, 1990) takes values from one to nine and their
reciprocals. Whenmembers have awidely varying set of objects to compare, they
must be regrouped into more homogeneous clusters, with one common object
being shared between two clusters. For the type of group decisions we are
interested in, the alternatives are already known and the group members must now
compare them with each other. With AHP, decision-makers enter the judgments
into a pairwise comparison matrix using either numerical or verbal modes. In the
latter case, verbal judgments are translated into numeric values according to the
following suggested scheme (Saaty, 1996):

Finerjudgments falling within any two consecutive points of the scale can also
beaccommodated. One advantage of the verbalmode is that it can be implemented
through voice-recognition technology. However, distinctions among the different
textlabels and the levels they represent may not be as clear as they should be.

For the MCGSS, preferences are entered through the slider controls de-
scribed earlier. Bar heights can be adjusted dynamically by dragging the mouse or
some similardevice. The heights of the bars are measured in pixels and thus present
an almost continuous variation. However, the minimum height cannot be zero, as
division by zero cannot be permitted in the model. Therefore, the minimum height
ofany preference barwillbesettoh_pixels.If h andh, are the heights of two side-
by-side bars selected by a group member while comparing any two objects, then
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Figure 2. Opening Screen

You are going to enter your preference for the following
alternatives judged under your selected set of criteria

ALTERNATIVE-A
ALTERNATIVE-B
ALTERNATIVE-C

Please select your criteria from the following list

] o=
SIER Ny

the correspondingentry p , into the preference operator P willbe givenby (h /h )"
(Zahir, 1999a). Thismay lead tosituations where the value of the ratio exceeds nine.
Inthatcase, we suggestthat whenever ajudgment exceeds nine, we assign a large
value (H ) to the ratio in order to reflect an overwhelming preference. The
reciprocals will be interpreted likewise. It is well-known (Saaty, 1990; Zahir,
1999a) thatinthe limitH — o< we get“Booleanresults thatvery muchmimic “yes-
no” votingresults.

Another matter thatis important to the decision-makeris “consistency.” A
simple example would be transitive consistency —ifalternative A is ranked higher
than B and B isranked higher than C, then A should also rank higherthan C. The
system can report back to the decision-makers about the consistency of their
judgments, giving them an opportunity toreview their preference inputs, and can
alsoreportto the facilitator. Ideally, inconsistent decisions will be avoided and, if
not, easily detected. Based on these discussions, a sequence of possible dialogues
for an imaginary decision-maker is presented below. Only the most important
components of the dialogue are included; other parts can be added as desired or
needed. Figure 2 is the opening screen.

Theuser canselectas many ofthe criteriaas desired (ornoneatall) by clicking
in the choice boxes adjacent to the left of each criteria stub. If no criteria are
selected, thedecisionalternatives (i.e., the candidates) will be judged under the goal
objective called “bestalternative.” This leads us to the screen shown in Figure 3.

Onceacriterion stub (in Figure 3) is clicked, another window (Figure 4) opens
up with stubs for each pairwise comparisonto be made. Having n alternatives means
n(n-1)/2 comparison data have to be entered for each criteria. A matching
preference bar window opens up whenever the user clicks on any ofthe stubs in

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



180 Zahir & Dobing

Figure 3. Selecting Criteria for Entering Relative Preferences for the
Alternatives

Now you are going to evaluate each alternative with
respect to each criterion you selected. Click the stub
for the criteria

| c-1 | | c-2 | | c-3 | | c-4 |
[ | [ | [ |
| | I—
Done Not done

Figure4.In each window, there are also buttons to accept the input or cancel the
screen and return to the previous one.

The bars in each preference window are different colors with appropriate
labels. Both the bars should have the same width, so their relative heights imply the
relative dominance of one to the other. If desired, all the preference windows can
remain open atthe same time to give users a complete picture of their judgments.
Another screen similar to the one in Figure 4 allows users to enter relative
preferences for their selected criteria. This screen generates the weights for the
criteria. As discussed earlier, the preference of Alternative-A with respect to
Alternative-B is theratio ofthe heights of the corresponding bars and is automati-
cally determined by the system using the slider control positions.

IMPLEMENTATION OFAPROTOTYPESYSTEM

Although the prototype system developed is based on the conceptual design
described above, we made some simplifications in the screen design for the
prototype version. Instead of having a sequence of screens (Figure 2 to 4), we
combine them into one with multiple segments. The prototype systemis designed
and implemented to perform an experiment using a particular decision scenario as
presentedin Figure 5.

Whilethe decision statementis arguably biased, this does notaffectits usein
this situation. Indeed, decision-makers are often faced with leading statements that
they can either accept or question. The importantaspect of case is thatitisapublic
policy issue relevant to the university community. A group of 10 students was
formed as part ofthe experiment using the prototype system. The hierarchy of the
decisionprocessis shownin Figure 6. This was also giveninthe Web pageto enable
theusers to structure their decision-making exercise. The system (called Decision
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Figure 4: Selecting Pairwise Comparison Options for Criterion c-1

You are now going to pairwise compare the alternatives
in respect of Criteria:

c-1
1 2 3
Alternative-A Alternative-A Alternative-B
Vs Vs Vs
Alternative-B Alternative-C Alternative-C

< to enter the relative preference information about the candidates,
please click stub 1, 2 or 3>

Forum)was developed in Javaand posted as an applet on one of the authors’ Web
sites. This provided group members with easy access while taking part in the
experiment. The decision scenario and instructions for using the system were also
givenonline.

The members of the group were allowed to exchange information among
themselves viae-mail and they also accessed information about vending machines
on the Web. The author acted as the facilitator as members’ responses were
forwarded to the author as e-mail. Each member had an ID that was required for
the system to forward the data to the facilitator. The ID was only used for tagging
members’ responses. Both the intensity-based preferences and the direct voting
responses were recorded for each participant. Figures 7 and 8 show some relevant
snap shots of the user interface. As can be seen from Figure 7, group members used
scroll bars to express their relative preferences about any two objects being
compared. Then, the final aggregate preferences for each userare displayed along
with the overall consistency index in both graphical and numeric forms.

The consistency index allows users to re-evaluate their pairwise comparisons
before they finally choose torecord them. Section B (Figure 8) ofthe interface deals
withdirect voting and is enabled usingastandard HTML form. Eachmember ofthe
groupreceived an introduction to AHP and Decision Forum before they entered
theirpreferences. However, in the prototype system, the set of criteria was the same
for all in order to keep the system simple. For the same reason, the successive
windowing feature of the interface was ignored; all were integrated into one screen.
First,users had to pairwise compare the criteria (see Figure 7). Since there are only
two criteria, only one comparison (hence two comparison bars) wasneeded. Then,
under each criterion, three comparisons (involving three pairs of comparison bars)
wereneeded. Finally, pressing the button ‘Calc. Aggregate’ produced the aggre-
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Figure 5. The Decision Scenario of the Experiment

Vending Machines: Our Choices

Vending Machines (VM) are all over. They sell items like candy, drinks
and condiments. Except drinks, they can be called junk foods. Still we use
them occasionally and buy them frequently at exorbitant prices. Their
presence encourages their use and naturally generates a lot of trash.
Vending Machines are convenient but their use comes with a cost that
includes inflated prices, pollution and unhealthy habits. Let us assume that
as a group we have an option to make a choice. The choices are:

1) Have Vending machines without any control on them
(NoControlVM),

2) Have Vending Machines with controls on the prices, locations and
items (ControlledVM)

3) No Vending Machines (any type) on campus (NoVM).

You have to judge them under two criteria: Vet Cost and Convenience.

In Section A, you judge the alternatives (i.e., the choices) under each
criteria through pairwise comparisons using a visual scale, then the system
gives you the intensity of preferences for each choice after aggregating the
inputs from a user. The individual choices are then taken into account to
obtain a social choice, i.e., the best choice elected by a group.

In Section B, you will simply vote for the best choice.

Figure 6. Hierarchy of the Decision Scenario

Best Choice
Net Cost Convenience
NoControlVM ControlledVM NoVM
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Figure 7. Section A - Decision Forum® Screen for AHP-Based Intensity of
Preferences
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gate intensity of preferences in both numeric and graphical form. The “Clear Plot”
and “Record Data” buttons erased the final outputand sent the data to the facilitator
forrecording.

ANALYSIS OF THE DATA:
COMPARISON WITH DIRECT VOTING

Table 1 shows the data of the grand preference vectors of 10 participants in
the group decision experiment. The indices 1,2, 3 correspond to ‘NoControlVM’
(NC), “‘ControlledVM’ (CV),and ‘NoVM’ (NV)respectively.
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Figure 8: Decision Forum® Screen for Voting Preferences

Section B

USE DIRECT VOTING

Select One Choice For Vending NMachines(VIvIy
(vour ID# must be the same as the one used In Section A)
DO NOT FORGET TO CLICEK. THE SUBMIT BUTTON

= NoControlWIM
= ControlledVM

= NoVM

—

D #
or
E-mail address

Submit

Then, the group aggregationrule of (1) gives the normalized group preference

VeCtOI‘éI
G, | [5717
G= G, |=|.6057
G, | |.5534

We used MS Excel as the analysis tool (see Figure 1). The intensities of
preferences [], arecalculatedusing (2). They are:

Table 1. Grand Preference Vectors of the Group Members (V + V2 + V;?
=)

DM # | Vote V1 V2 V3
1 CV 0.5568| 0.7348| 0.3873
2| CV 0.5196| 0.6782| 0.5196
3| CV 0.3317]  0.6557| 0.6782
4| NC 0.9592|  0.2000] 0.2000
5| CV 0.5385| 0.7000] 0.4690
6| CV 0.4690| 0.7141] 0.5196
7| CV 0.4796| 0.4583| 0.7483
8| CV 0.5745| 0.5916| 0.5568
9| NC 0.6928| 0.5657| 0.4472
10[ CV 0.3606] 0.5099| 0.7810
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I1,=(G,)*=0.3269, I1,=(G,)*=0.3669, I1,=(G,)*=0.3062

Thatmeanstherelative priorities of the entire group asawhole are about 32%
forNC, 37% for CV, and 30% for NV. On the other hand, if we count the votes,
NCreceived20%, CV received 80%, and NV received 0%. The coherence ofthe
group can be calculated using (3) as follows:

p=<ViVi>=<(V)TVi> (ij=1.10,i#j)

1
= 4—5(V1-V2+V1-V3+ et V2V L +VEVIO+ V2. V1) = 9107

Weused amodule written in C++to compute the coherence. This module is
apartofthe model base in Figure 1. The prototype system does not integrate all
model bases. Therefore, we used the MS Windows multitasking feature as the
interface to integrate Decision Forum, MS Excel, MS Outlook and the module to
compute the coherence. As expected, the experiment shows that intensity-based
procedures producea “softer” winning picture than the voting method. Inaddition,
the MCGSS provides information about the coherence of the group. Thus, itmay
be abetter method for consensus building.

POTENTIAL USES OF THE SYSTEM AND
FUTURE RESEARCH

While groups are called on to make a wide variety of decisions, our primary
interest is in strategic decision-making by smaller groups (five to 20 members)
within organizations. These decisions generally offer a wide range of possible
alternatives and the participants typically come from different functional back-
grounds (e.g., production, accounting, marketing) and possibly geographic loca-
tionsas well. Improved strategic decision-making can easily offer sufficientbenefits
tojustify the costs. Thus, thekeyissue is whether the MCGSS canactually improve
the decision-making process not so much over face-to-face meetings, which are
usually impractical, butrather over some less structured method of obtaining input
fromavariety of stakeholders.

The MCGSS allows us to classify groups based on two dimensions as shown
in Table 2. The first dimensionis the level of consensus on the decision itself, which
all votingmechanisms gather (although often imperfectly). The second dimensionis
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the level of consensus on the underlying factors that support the decision. Thisisa
dynamic classification system, with groups moving among the quadrants over time.

Weillustrate how this model works by considering an IS Project Committee,
responsible for approving project proposals, allocating resources, and monitoring
their progress. Few organizations have the resources to handle all systemrequests.
Moreover, the proposals may well include some overlap (where different proposals
seek to address aproblem insimilar ways) and some conflict (where the proposed
systems would move the organization indifferent directions).

The MCGSS provides some benefits over simple voting procedures for all
groups, regardless of quadrant. Consider firstthe “Shared Values” quadrant, where
group members agree on the decision criteria but not the decision itself. For
example, there could be widespread agreement that improved customer service is
the most critical issue, but no agreement on what system strategy would best
addressit. Simple voting would show only the disagreement, while the criteriadata
collected fromthe VAHP procedure would more clearly show the substantial level
of consensus on the customer service issue. Group leaders can use this information
to build on areas of consensus or to address areas of conflict.

Groups in the “Coalition” quadrant have achieved a reasonable level of
consensus on the decision that would be easily demonstrated by a simple vote.
However, the criteria data would show that the consensus does nothave acommon
base. Changing circumstances may cause some members to withdraw their
support. While this can also affect groups with True Consensus, they will tend to
movemoreasagroup because theirunderlying values are consistent. Coalitions can
be fragile, leading to problems during implementation.

Onceagroup has achieved “True Consensus” they have less to gain from the
MCGSS, except for the reassurance that they are in full agreement and not a
potentially temporary coalition. The voting procedure adopted is unlikely to impact
the decision at this point, butitmay have played an importantrole in helping the
group arrive at this state.

Table 2. Decision Consensus Matrix

Decision Alternative Consensus

Criteria Low High
Consensus

Low No Consensus Coalition

High Shared Values True Consensus
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Finally, groups inthe “No Consensus” quadrant will be aware of the sharp
divisionsamong members thatapply to both the decision and the criteria formaking
it. No voting procedure is going to resolve the level of conflict that is present, but
MCGSS will provide members with a fullerand deeperunderstanding of where the
conflicts are and what subgroups might possibly exist.

For traditional face-to-face groups, members can perceive the degree of
consensus through the ongoing discussions. Simple body language (nods, frowning,
etc.) letseveryone know where people stand. But for distributed groups interacting
asynchronously overthe Internet, assessing consensus on criteria canbe much more
difficult. The data collected by the MCGSS could be more helpful in this situation.
In particular, research is needed to measure the utility and effectiveness of the
MCGSS with “virtual teams” versus “face-to-face” teams (Warkentin, Sayeed &
Hightower, 1997).

The use of VAHP rather than simple voting suggests several interesting
research questions. First, will group members (and particularly group leaders)
interprettheresults correctly? As shown in the example in Section 7, simple voting
can produce amuch higher apparent preference (80%) than VAHP (37%). We
would expect that most people overestimate the degree of consensus obtained
through simple voting, while perhaps underestimating the consensus produced
through VAHP. An experiment could be designed where subjects watch tapes of
group decision-making exercises and are then asked to estimate both simple vote
and VAHP results.

Anotherissue is how group members will react to an 80% simple vote result
compared to a 37% VAHP result. We would expect the 80% result to seem
decisive and be quickly adopted as the final decision. Buta 37% consensus may
leave the group much less comfortable. The results of this are difficultto predict.
Additional time could be wasted in an effort to raise the 37%, but even if the
dissenters join the majority the consensus could remainunder 50%. Alternatively,
recognizing thatthe alternatives are not widely separated might encourage further
debate andresultin adifferent (perhaps better) solution. Groups given both pieces
of information might initially find them confusing and even contradictory. Experi-
ments could measure the effect of voting methods on both decision-making time and
group satisfaction. Comparing decision quality is obviously desirable, butusually
impractical given the nature of problems that are addressed by groups.

Second, and related to the first question, will people accept a voting mecha-
nismthatthey donot fully understand? Tabulating votesisa very simple process and
easily verified ifneed be. Will participants accept the preference scores? Or will
they revert to simple voting? How will participants react to the more elaborate
voting process? The process will require more time and effort, which again could
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be good (forcing more rigorous thinking) and bad (taking longer to reach the same
outcome). How should the richer data set be used and who should have access to
it? Should the analysis be left only to the facilitator or should everyone be able to
makehis orher own interpretation of the results? Group members willneed to trust
the process and, ifthe VAHP results seem contrary to their perceptions, this could
bedifficulttoachieve.

Regarding the user interface, experimental results regarding the proposed
visual mode of eliciting preference judgments are not available in the literature.
Therefore, further research isneeded for its validation. The positioning, size, and
orientation of the bars (i.e., horizontal vs. vertical) should be considered. In
addition, we need further research to determine whatkind of screen management
(multiple windows versus successive screens on a single window) will be more
acceptable tousers. Is this form of data entry faster than typing numerical scores?
Dotheentries better reflect the feelings ofthe group members? Are there cultural
differences thatneed to be considered?

Finally, a different research approach is needed to study distributed GSS.
Thereis limited value in comparing performance to face-to-face meetings, because
the latterare so often impractical. Instead, researchers may wish to acknowledge
that global teams need an Internet-based GSS and focus on the desired features and
interface.

CONCLUSIONS

Wehavebuilta Web-based MCGSS that enables users to enter their intensity
of preferencesusingavisual interface. Theunderlying decisionmodelisthe Analytic
Hierarchy Process (AHP). Theresultis amore enriched input that uses the power
of computers, the ease ofuse of a Graphical User Interface (GUI), and the global
reach of the Internet to provide decision-making tools that really do offer much
more power than diagrams in the sand.

This system takes advantage of Internet technology and enables a novel
procedure to aggregate intensities of preferences. A new visual scale forexpressing
relative comparative judgments has been proposed for the VAHP/AHP, amulti-
criteria decision-making tool providing the model base forthe MCGSS. The scale
was implemented using controls available through a standard Web browser. The
prototype system was used in a group decision-making scenario and the results
have been presented.

Once asystem like this is made fully functional, we have to determine how
acceptable such a system will be to corporate users. How effective the MCGSS
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will be and how the users will react to the new cognitive issues associated with the
system will be interesting research issues. Will itreduce the time taken by group
membersto cometoa final decision? Will it change the path or process they follow?
Willitincrease or decrease group conflicts? This may depend upon the skill ofthe
facilitator, who willnow have much more datawith which towork in locating conflict
andunderstanding theirunderlying causes. Y es-no” voting systems are simple and
allow easiermanipulation of voting results. Butthe MCGSS requires more detailed
input from participants, making itharder to manipulate the final outcome. MCGSS
is guided more by analytic thinking than gut feelings. Thus, changing the voting
procedure can have profound consequences for Internet-based GSS systems.
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Chapter XI

Activity Theory as a
Theoretical Foundation for
Information Systems
Research

George Ditsa
University of Wollongong, Australia

ABSTRACT

Theoretical models from social psychology have been widely used by information
systems (IS) researchers as theoretical foundations to explain and predict
information systems use. Unfortunately, most of these models used ignore the
social context in which 1S is used, but rather focused mainly on the individual
and the technology. History and time are as well ignored in most cases. The
set of philosophical concepts presented by Activity Theory makes it possible
to marry the human aspects and the technological aspects of information
systems into a more holistic research approach in information systems. This
chapter presents the basic concepts of Activity Theory and its potential as a
theoretical foundation for information systems use research.
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INTRODUCTION

The field of information systems continues the search for appropriate ap-
proaches to information systems research that would marry the social and
technological aspects in information systems. There has been the “war” between
the quantitative and qualitative research camps, which, fortunately, was justrecently
declaredtobe over. Qualitative research is said to be now welcomed in almost all
ISjournals (Myers, 1999). Indeed, anincreasing number of IS research is turning
to qualitative research in IS. However, the search for a unifying theoretical
foundation for ISresearch seems to be far fromover. Astheinformationtechnology
advances sorapidly and the use of IS increases by the day, cracks in some earlier
ISresearches are beginning to appear. History, time, the socio-technical nature of
IS and, perhaps mostimportantly, the absence of strong and unifying theoretical
foundations may have contributed to these cracks (Markus, 2000).

Debates about the nature of the field of information systemsstillrages on in the
IS community. ISresearchers have suggested the use of social psychology models
as potential theoretical foundations for research on the determinants of user
behaviour and systemuse (e.g., Christie, 1981; Burton, Chen & Grover, 1993;
Szajna & Scamell, 1993; Davis, Bagozzi & Warshaw, 1989; Netemeyer &
Bearden, 1992, Bagozzi, Baumgartner & Y1, 1992; Martocchio, 1992; Nataraajan,
1993; Kelloway & Barling, 1993; Mykytyn & Harrison, 1993; Wishnick &
Wishnick, 1993; Saga & Zmud, 1994). Among the mostcommonly used theories
forresearchin this areaare the Theory of Reason Action (TRA), the Technology
Acceptance Model (TAM), the Expectancy Theory, the Theory of Planned
Behaviour (TPB), and the Social Cognitive Theory (SCT).

Despite the large amount of research surrounding the area of IS use, studies
(Franklin, Pain, Green & Owen, 1992; Hornby etal., 1992; Hovmark & Norel,
1993; Williams, 1994; Markus & Keil, 1994) suggest that most systems fail tomeet
the objectives and aspirations held for them, not because they are not technically
sound, but because psychological and organisational issues were not well-ad-
dressed during the development, implementation and use of the systems.

This chapter aims at presenting Activity Theory as an alternative theoretical
foundation for IS research to address some of the shortcomings of the current
theoretical approaches. The chapter firsttakes abrieflook atsome commonlyused
social psychology theories in IS research. The chapter then presents an overview
ofthe conceptof Activity Theory, followed by adiscussion of Activity Theory as
a theoretical framework for information systems research supported by one
practical example of a work activity and an Activity Theory framework for a
research work currently being carried out by the authors. The chapter continues
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by pointing out some problems and limitations inapplying Activity Theory in IS
research before concluding.

SOME COMMONLY USED THEORIES IN
INFORMATION SYSTEMS RESEARCH

Avariety oftheoretical perspectives have been used by IS researchers to study
differentaspects of the individual’s reactions to information technology. These
including Diffusion of Innovations (e.g., Compeau & Meister, 1997; Moore &
Benbasat, 1991); the Technology Acceptance Model (TAM), whichis an adap-
tation ofthe Theory of Reason Action (TRA) (e.g., Davis, 1989; Davis, Bagozzi
& Warshaw, 1989; Venkatesh & Davis, 1996); the Theory of Planned Behaviour
(TPB) (e.g., Mathieson, 1991; Taylor & Todd, 1995); and Social Cognitive
Theory (SCT) (e.g., Compeau & Higgins, 1995a, 1995b; Hill, Smith & Mann,
1986,1987). Ithas been acknowledged this body of research has produced some
useful insights into the cognitive, affective, and behavioural reactions of individuals
totechnology, and into the factors thatinfluence these reactions (Compeau, Higgins
& Huff, 1999).

Accordingto Compeauetal. (1999, p. 1),ineach of the theories noted above,
behaviour (e.g., theuse of computers) is viewed as the result of a set of beliefs about
technology and a set of affective responses to the behaviour. The beliefs are
represented by the perceived characteristics of innovating in Innovation Diffusion
research, by perceived usefulness and perceived ease of use in TAM, by
behavioural beliefs and outcome evaluations in TPB, and by outcome expectations
in SCT. Seddon (1997) refers to these as the net benefits (realised or expected)
accruing fromthe use ofasystem. Affectiveresponses are typically measured by
attitudes towards use, anindividual’s evaluation of the behaviour as either positive
ornegative. These commonalities inthemodelsreflectabeliefin the cognitive basis
ofbehaviour.

Compeau et al. (1999, p. 1) suggest, however, that, while TAM and the
Diftusion of Innovations perspectives focus almostexclusively on beliefs about the
technology and the outcomes of using it, SCT and the TPB include other beliefs that
mightinfluence behaviour, independent of perceived outcomes. The TPB model
incorporates the notion of Perceived Behavioural Control (PBC)as anindependent
influence on behaviour, recognising that there are circumstances in which a
behaviour mightbe expected toresultin positive consequences (or netbenefits), yet
notbeundertaken dueto aperceived lack of ability to control the execution of the
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behaviour. PBC encompasses perceptions of resource and technology facilitating
conditions, similar to those measured by Thompson, Higgins and Howell (1991),
aswellas perceptions ofability, or self-efficacy (Taylor & Todd, 1995). However,
none ofthe above theoretical frameworks addresses explicitly the interpersonal,
social, and situational factors that may influence the user’sbehaviourand use of IT.
Thisisthe potential we believe Activity Theory holds.

OVERVIEW OF ACTIVITY THEORY

Activity Theory originates from the former Soviet Union, and hasitsrootin the
German philosophy of Kantand Hegel. Activity Theory treats the individual’s
personality as an outgrowth of social forces rather than the autonomous being of the
Westernrationalist Cartesian model (Bedker, 1991). Scandinavianresearchers,
suchas Engestrom (1987, 1990), Badker (1991, 1996), Kuutti (1992, 1996), and
Karpatschof (1992) studied, applied and extended the concepts of the theory.
Other western psychologists to study the theory in detail include Nardi (1996a,
1996b, 1996¢), Draper (1993), Raeithel (1992), Cole and Maltzman (1969), Cole
(1988)and Tolman (1988). Tolman (1988) produced auseful dictionary of English
terms for the theory, as well as the origin of some words in both Russian and
German. Researchers, suchas Wertsch (1981, 1985, 1987, 1994), introduced the
approach inthe West, but due to the relative abstractness and unfamiliarity of the
concepts itwas not well-received in the West.

But, perhaps, Yjro Engestrom’s (1987) ground-breaking work has provided
more insightand understanding into Activity Theory. His extended model of the
theory has established activity theory as atheoretical framework for IS research.
Engestrom critically examined three classical lineages (the semiotic and epistemo-
logical lineage from C. S. Peirce to K. Popper; the lineage from symbolic
interactionism of G. H. Mead to modern interactionist developmental psychology
of Trevarthen; and the lineage of cultural-historical psychology from L. S. Vygotsky
to A.N. Leont’ev) before extending the cultural-historical conceptions of Vygotsky
and Leont’ev into the unifying human activity model. Engestrom used quotations
extensively from his theoretical sources throughout his book in his analysis and
discussions. The quotations, he said, he used as “windows into the innermost
movement and dynamics of my theory construction” Engestrom (1987, p. 22).
Engestrom’s (1987) unifying human activity model hasbecome Activity Theoryas
we know ittoday.

Tobringmore understanding ofthe theoretical basis on which Activity Theory
isestablished, the following sections will present an overview of Engestrom’s
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(1987) work leading to the extended Activity Theory model from Vygotsky.
Before the overview, some definition of terms will come first.

Definitions of Terms

When considering the term activity, the underlying concept on which Activity
Theory isbased, itis important to realise that in English the term activity does not
carry the essential connotation of “doing in order to transform something,” asdo the
corresponding German or Russian terms (#ditigheit and dejatel 'nost) from which
the theory has evolved.

An activity is a form of doing directed to an object, and activities are
distinguished from each otheraccording to their objects. Transforming the object
into an outcome motivates the existence ofan activity. Anobjectcanbeamaterial
thing, butitcanalso be less tangible (such as aplan) or totally intangible (such as
acommonidea)as longasitcanbe shared for manipulation and transformation by
the participants of the activity (Kuutti, 1996, p.27).

Engestrom, in the preface ofhis (1987) book, defines human activity as ““a
systemic formationunifying the process of production, distribution, exchange and
consumption as transitions between subject, object, instrument, community, rules,
anddivision oflabor” (Engestrom, 1987).

Fromnow oninthis chapter, any reference to Engestromrefers to Engestrom
(1987)unless otherwise stated.

The Three Lineages Leading to the Unifying Human

Activity Model
The Triangles of Activity

Drawing on the fundamental conceptual and methodological breakthroughs
experienced in philosophy, biology, and social sciences in the 19" century, which
have some profound meaning for humans and society, Engestrom examined three
lineages of thought in the 20™ century that have taken seriously the idea of man as
asystemicand historical being. These lineages have produced attempts atmodeling
the basic structure of human activity. Engestromrestrained his search fora viable
rootmodel ofhuman activity with the following initial delimitations.

First, activity must be pictured in its simplest, genetically original structural
form, asthesmallestunitthatstill preserves the essential unity and quality behind any
complexactivity.

Second, activity mustbe analysable inits dynamics and transformations inits
evolution and historical change. No static or eternal models will do.
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Third, activity mustbe analysable as acontextual or ecological phenomenon.
The models will have to concentrate on systemic relations between the individual
and the outside world.

Fourth, specifically human activity mustbe analysable as culturally-mediated
phenomenon. No dyadic organism-environment models will suffice. Thisrequire-
mentstems from Hegel s insistence on the culturally-mediated, triadic or triangu-
larstructure of human activity.

Engestrom established that the prerequisites foratheory ofhuman activity that
fulfill these four requirements could be found in three broad research traditions. The
firstoneis the theorising on signs, meanings, and knowledge, beginning with Peirce
and extending through Ogden and Richards all the way to Popper’s evolutionary
epistemology. The second one is the study of the genesis of intersubjectivity,
founded by G. H. Mead and finding continuity in studies of infant communication
and language development. And the third one is the cultural-historical school of
psychology, starting with Vygotsky and maturingin Leont’ev. Inall these theories,
the concept of mediation, of thirdness or triangularity, is seen as the constitutive
feature ofhumanactivity. Thisideais frequently expressed, developed, and applied
inthe form of graphical models.

The First Lineage: From Peirce to Popper

In this lineage, Engestrom examined theories from Peirce to Popper and
concludes thatthese theories provide the idea of activity as individual construction
ofknowledge. The theories narrow human activity downto individual intellectual
understanding and provide little cues for graspinghow material culture is created in
jointactivity.

C.S.Peirce, one of the founders of semiotics, built his theory of mediation on
theideaofatriadicrelationship between an object,amental interpretant, and asign.
Because of Peirce’srather excessive and often opaque work, Engestrom discussed
his work through the concise but balanced interpretation of Parmentier (1985).

A Sign, or Representamen, is a First which stands in such a genuine
triadic relation to a Second, called its Object, as to be capable of
determining a Third, called its Interpretant, to assume the same
triadic relation to its object in which it stands itself to the same
Object (Peirce, 1902, cited in Parmentier, 1985, p. 27).

Engestrom contends that the triadic relation is not reducible to independent
dyads. Otherwise, the dynamic character of the triad is destroyed and “there isno
interpretation or representation by the resultant moment of the earliermoment; no
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symbolic or conventional relations existamong the elements; and no thought, idea,
ormeaning is embodied and transmitted in the process” (Parmentier 1985, p. 26).

According to Engestrom, there are two vectors in this dynamism. First, there
isthe vector of representation pointing from the sign and interpretant towards the
object. Second, there is the vector of determination pointing from the object
towards both sign and interpretant.

Thisinterlocking ofthe vectors of representation and determination implies that
the three elements in the signrelation are never permanently object, representamen,
and interpretant, butrather each shifts roles as further determinations and represen-
tationsarerealized. ... Semiosisis, thus, an ‘infinite process’ or an ‘endless series’
inwhich the interpretant approaches a true representation ofthe object as further
determinations are accumulated in each moment” (Parmentier 1985, p. 29).

In Engestrom’s view, besides purely logical and linguistic entities, Peirce
applied his conception to human actions too and supported this with a quote.

Inall action governed by reason such genuine triplicity will be found; while
purely mechanical actions take place between pairs of particles. A mangivesa
brooch to his wife. The merely mechanical part of the act consists ofhis laying the
broochdown whileuttering certain sounds and her taking itup. Thereisno genuine
triplicity here; butthere isno giving either. The giving consists in his agreeing that
acertainintellectual principle shall govern therelations of the brooch to his wife. The
merchantin the Arabian Nights threw away a datestone which struck the eye ofa
Jinnee. This was purely mechanical, and there was no genuine triplicity. The
throwing and the striking were independent of one another. Buthad he aimed at
the Jinnee’s eye, there would have been more than merely throwing away the stone.
There would have been genuine triplicity, the stone being not merely thrown, but
thrown at the eye. Here, intention, the mind’s action, would have come in.
Intellectual triplicity, or Mediation, is my third category” (Peirce, 1902, cited in
Parmentier, 1985, p.41).

Engestrom perceives this citation reveals the first fundamental problem in
Peirce’s conception. The mediating sign is here, in the context of human action,
treated as something purely mental and intentional. Itthus losesits potentially, anti-
Cartesian, cultural quality and reverts to individualism and rationalism.

Although Peirce often made clear that his notion of representation included
everything, mental as well as nonmental, that possesses attributes, he gave little
attention to the sensible or material qualities of signs in the nonmental category, or
what he later termed the representamen. In fact, the need for some ‘medium of
outward expression’ is admitted only as something that may be necessary to
translate a ‘thought-sign’ to another person; and these material qualities are, in
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Figure 1. Meaning as the Triad of Thoughts, Words and Things (Ogden &
Richards, 1923, p. 11)

THOUGHT OR REFERENCE

Symbolises Refers to

SYMBOL Stands for REFERENT

themselves, only aresidue ofnonsemiotic properties of the sign thatplay nopositive
roleinthe sign’srepresentative function (Parmentier, 1985, p.33).

The second problem in Peirce’s thought, Engestrom perceives, is the strict
separation of the form from the content ofthe signs and the exclusive interestin the
pure form. According to Engestrom, the contents in no way contributed to the
determination ofthe form, and sign forms became *blind vehicles forcommunicating
meanings thatthey donotinfluence” (Parmentier, 1985, p.45).

Engestrom then points to Ogden and Richards’ (1923) seminal work on the
meaning of meaning in which they present the diagram (Figure 1) as their pointof
departure.

The specific nature of the bottom line of the triangle is pointed out by the
authors, i.e., therelation between symbol (word) and referent (thing).

Between the symbol and the referent there is no relevant relation

other than the indirect one, which consists in its being used by

someone to stand for a referent. Symbol and Referent, that is to say,
arenot connecteddirectly . .. but only indirectly round the two sides

of the triangle (Ogden & Richards, 1923, pp. 11-12).

Engestrom interprets this to mean that there is no direct correspondence
between the symbol and the thing it symbolizes, or between words and things. Their
relationisalways constructed by humans and, thus, historically changing. Engestrom
concludes that suchmeanings are constructions and the construction of meaning is
aspecifically human type ofactivity.

Engestrom then examines Karl Popper’s (1972) conception of three worlds,
among modern epistemological theories, which he says is certainly the most well-
known version oftriplicity. Popper’sbasic positionis the following.
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First, there is the physical world - the universe of physical entities. . . ; this
willcall “‘World 1.” Second, there is the world of mental states, including states of
consciousnessand psychological dispositions andunconscious states; this Iwill call
‘World2.” Butthereisalso a third such world, the world of the contents of thought,
and, indeed, ofthe products of the human mind; this Iwill call ‘World3’... (Popper
& Eccles, 1977, p. 38).

According to Engestrom, in Popper’s World 3, Popper includes stories,
explanatory myths, tools, scientific theories, scientific problems, social institutions,
and works ofart. These entities, according Engestrdm, may and often do existin
material form. Butthe material aspectisnotessential. World 3 entities canalso exist
in a nonmaterial, unembodied form. The prime examples of such entities are
scientific and other problem situations, Engestrom added. Problem situations,
accordingto Popper, existobjectively within the mass ofknowledge, regardless of
whether people have become conscious of themornot. Thetaskistodiscoverthem
and Popper contends that grasping World 3 objects is totally independent of the
material embodiments ofthose objects.

The Second Lineage: From Mead to Trevarthen

Whilethe firstlineage provides theidea of activity as individual construction of
knowledge, Engestrom’s examination of theories from Mead to Trevarthen in the
second lineage reveals thatthese theories provide the social, interactive, symbol-
mediated construction of reality. But this construction is still conceived of as
construction-for-the-mind, not as practical material construction.

Accordingto Engestrom, the second lineage towards the theory ofactivity was
initiated by G. H. Mead’s “social behaviorism.” Mead’s theory was aimed at
overcoming individualismand intellectualism. “Wearenot, in social psychology,
buildingup the behaviour ofthe social group interms ofthe behaviour of the separate
individuals composing it; rather, we are starting out with a given social whole of
complex group activity, into which we analyse (as elements) the behaviour of each
ofthe separate individual composingit...” (Mead, 1934,p. 7).

Thatis, the individual’s behaviouris influenced by that of the social group, and
according to Mead, this social, interactive construction of physical objects takes
place through symbols.

Symbolisation constitutes objects not constituted before, objects which would
notexistexcept forthe context of social relationships wherein symbolisation occurs.
Language does notsimply symbolise a situation or object whichis already there in
advance; itmakes possible the existence or appearance of that situation or object,
foritis a part of the mechanism whereby that situation or objectis created. The
social processrelates the responses of one individual to the gestures of another, as
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the meanings of the latter, and is thus responsible for the rise and existence of new
objects in the social situation, objects dependent upon or constituted by these
meanings (Mead, 1934, p. 78).

Thus, Mead presents a triadic definition of meaning as:

This threefold or triadic relation between gesture, adjustive

response, and resultant of the social act which the gesture initiates

is the basis of meaning; for the existence of meaning depends upon

the fact that the adjustive response of the second organism is

directed toward the resultant of the given social act as initiated and

indicated by the gesture of the first organism. The basis of meaning

is thus objectively there in social conduct, or in nature in its relation
to such conduct (Mead, 1934, p. 80).

Engestrom deduced that there are four basic elements in Mead’s reasoning
aboutactivity: theindividual, the other(s), the symbol, and the object. The intriguing
question that Engestrom posed is that of the origin of symbols, which, according to
Mead, grow out of gestures.

Leont’evand Tran Duc Thao agree with Mead on the constructed nature of
objects, but disagree with him on the interpretation of construction as mere
communication and symbolisation. Forthem, the construction of objectsisabove
all sensuous, material construction by means oftools, i.e., production. Communi-
cationand symbolisation are seen as derivative, though organically intertwined,
aspects of production. Accordingto Leont’ev, conscious gestures originate as
people experience thateven when a work movement does not lead to its practical
result for some reason or other, itis still capable of affecting others involved in
production. Itcould, forexample, draw them into the fulfillment ofa given action.

Movements thus arose that preserved the form ofthe corresponding work
movements but lacked practical contact with the object, and consequently also
lacked the effortthat converted them intoreal work movements. These movements,
together with the vocal sounds that accompanied them, were separated from the
tasks ofacting on an object, and separated from labour activity, and preserved in
themselves only the function ofacting on people, the function of speech intercourse.
In other words, they were converted into gestures. A gestureisnothingelse than
amovement separated fromitsresult, i.e., notapplied to the object at whichitis
aimed (Leont’ev, 1981,p.219).

Accordingto Engestrom, both Leont’ev and Tran Duc Thao stress the genetic
connection of gestures and tool-mediated work on material objects. Their pointof
departureisthe originalunity of instrumental and communicative aspects ofactivity.
Therefore, signs and symbols are seen as derivative instruments of productive
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activity, whichnecessarily has aninteractive, communicative form. ForMead, the
original situation is thatofinteraction, ofa“‘social process” with only secondary and
abstract presence of material objects. For him, symbols are not primarily
instruments for mastering tool-mediated procedures on objects.

The Third Lineage: From Vygotsky to Leont’ev

While the second lineage provides the social, interactive, symbol-mediated
construction of reality, the third lineage, from Vygotsky to Leont’ev, according to
Engestrom, gave birth to the concept of activity based on material production,
mediated by technical and psychological tools as well as by other human beings.
Andthisisthelineage from which Engestrom derived the model of the structure of
human activity through genetic analysis. In grounding the model, Engestrom used
the works of Vygotsky and some of his followers — A. N. Leont’ev, E. V.
I’enkov, V. P. Zinchenko, L. A. Radzikhovskii, D. B. EI’konin, M. Wartofsky,
and A. Meshcheryakov—with somereferences to the firstand second lineages.

Accordingto Engestrom, the third lineagebeganin 1930 when L. S. Vygotsky,
the founder ofthe Soviet cultural-historical school of psychology, sketched hisidea
ofmediationas follows.

Every elementary form of behavior presupposes directreaction to the task
setbefore the organism (which can be expressed with the simple S - R formula).
But the structure of sign operations requires an intermediate link between the
stimulus and theresponse. This intermediate link is a second order stimulus (sign)
thatis drawn into the operation where it fulfills a special function; it creates anew
relationbetween S andR. The term ‘drawn into’ indicates thatan individual must
beactively engagedinestablishingsuchalink. Thesignalso possesses the important
characteristic of reverse action (that is, it operates on the individual, not the
environment).

Figure 2. The Structure of the Mediated Act (Vygotsky, 1978, p. 40)
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Consequently, the simple stimulus-response process isreplaced by acom-
plex, mediated act, which we picture as show in Figure 2.

Inthis new process the directimpulse to react is inhibited, and an auxiliary
stimulus that facilitates the completion of the operation by indirect means is
incorporated. (Note Vygotsky’s use of the word facilitate here to mean mediate)

Careful studies demonstrate that this type of organisation is basic to all higher
psychological processes, although in much more sophisticated forms than that
shown above. The intermediate link in this formula is not simply a method of
improving the previously existing operation, norisamere additional link inan S-R
chain. Because this auxiliary stimulus possesses the specific function of reverse
action, ittransfers the psychological operation to higher and qualitatively new forms
and permits humans, by the aid of extrinsic stimuli, to control their behaviour from
the outside. Theuse of signs leads humans to a specific structure of behaviour that
breaks away from biological developmentand creates new forms ofa culturally-
based psychological process (Vygotsky, 1978, pp. 39-40).

Vygotsky distinguished between two interrelated types of mediating instru-
ments inhumanactivity: toolsand signs. The latter belonged to the broader category
of “psychological tools.” “The tool’s function is to serve as the conductor of
human influence on the object of activity; itis externally oriented; it mustlead to
changes in objects. Itis ameans by which ahuman external activity is aimed at
mastering, and triumphing over, nature” (Vygotsky, 1978, p. 55) (italics added).

Accordingto Vygotsky, psychological tools have adifferent character.

They are directed toward the mastery or control of behavioural
processes—someone else’s or one’s own—just as technical means
are directed toward the control of processes of nature.

The following can serve as examples of psychological tools and their complex
systems: language; various systems for counting; mnemonic techniques; algebraic
symbol systems; works of art; writing; schemes, diagrams, maps, and mechanical
drawings; all sorts of conventional signs; etc. (Vygotsky, 1981b, p. 137).

And according to Vygotsky, both technical tools and psychological tools
mediate activity. Butonly psychological tools imply and require reflective media-
tion, consciousness of one’s (or the other person’s) procedures. Vygotsky (1978,
p. 54) describes these two types of instruments as parallel, as “subsumed under
the same category” of mediated activity. However, alittle later in the same texthe
characterises theirrelation in sierarchicalterms.

Theuse of artificial means, the transition to mediated activity, fundamentally
changesall psychological operations justas the use oftools limitlessly broadens the
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range ofactivities within which the new psychological functions may operate. Inthis
context, we canuse the term higher psychological function, or higher behaviour
asreferring to the combination oftool and sign in psychological activity (Vygotsky,
1978, p. 55).

InEngestrom’s interpretation, we may actually distinguish betweentwo levels
of mediation: the primary level of mediation by tools and gestures dissociated from
one another (where gestures are not yet real psychological tools), and the
secondary level of mediation by tools combined with corresponding signs or other
psychological tools. The acquisition and application of new tools broadens the
sphere ofinfluence. The acquisition and application ofnew psychological tools
elevatesthelevel of influence (potentially; theresultis actually achieved only when
the tool and the psychological tool meet each other).

In Engestrom’s view, the essence of psychological tools is that they are
originally instruments for cooperative, communicative and self-conscious shaping
and controlling ofthe procedures of using and making technical tools (including the
human hand). He sees this original function being well-demonstrated in Tran Duc
Thao’s(1984)analysis ofthe emergence of developed indicative gestures and first
representations among prehominids. Engestrom contends that this formation of
psychological tools (=secondary instruments) through the combination of previ-
ously separate gestures and technical tools (=primary instruments) is actually the
essence of what Mead called the emergence of “significant gestures” or ““significant
symbols”and of what Trevarthen calls “secondary intersubjectivity.” Andaccord-
ing to Engestrom, this idea of primary and secondary instruments is clearly
expressed by Marx Wartofsky.

. . . what constitutes a distinctively human form of action is the
creation and use of artifacts as tools, in the production of the means
of existence and in the reproduction of the species. Primary
artifacts are those directly used in this production,; secondary
artifacts are those used in the preservation and transmission of the
acquired skills ormodes of action or praxis by which this production
is carried out. Secondary artifacts are therefore representations of
such modes of action, and in this sense are mimetic, not simply of the
objects of an environment which are of interest or use in this
production, but of these objects as they are acted upon, or of the
mode of operation or action involving such objects. Canons of
representation, therefore have a large element of convention,
corresponding to the change or evolution of different forms of
action or praxis, and thus cannot be reduced to some simple notion

of ‘natural’ semblance or resemblance. Nature, or the world
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becomes a world-for-us, in this process, by the mediation of such
representations . . . (Wartofsky, 1979, p. 202).

Wartofsky calls secondary artifacts “reflexive embodiments.” He points out
thattheirmode may be gestural, oral, or visual, but “obviously such thatthey may
be communicated in one ormore sense-modalities.” Theserepresentations “arenot
‘inthemind’, as mental entities”’; they are ‘externally embodied representations’”’
(Wartofsky, 1979, p. 202).

ForEngestrom, Wartofsky’s secondary artifacts and Vygotsky’s psychologi-
caltools are essentially the same things. According to Engestrom, Vygotsky’s
intellectualist bias led to a somewhat one-sided emphasis on signs and word
meanings. Thebroader category of psychological tools, as well as the exciting
relations between technical and psychological tools, was not elaborated concretely
by Vygotsky. Engestromrecognises that, ironically, the activity-oriented approach
in Sovietpsychology after Vygotsky tried to getrid of Vygotsky’s intellectualism
byneglecting the problem of signs and psychological tools in general. “Ifthe polemic
with concrete works of Vygotsky on the problem of the sign was necessary and
natural, the removal of this problematic - in principle - led only to a substantial
‘narrowing’ of the theory of activity” (Davydov & Radzikhovskii, 1985, p. 60).
Engestrom further acknowledged that in the recentrevival of Vygotskianstudies,
signs may again be treated too much “on their own,” separated from the spectrum
of psychological tools and their relations with primary tools. This danger,
Engestrom points out, seems to lure even in outstanding analysis, such as that of
Wertsch’s (1985b) on Vygotsky’s concept of semiotic mediation.

According to Vygotsky, the instrumentally mediated act “is the simplest
segment of behaviour thatis dealt with by research based on elementary units”
(Vygotsky, 1981b, p. 140). On the other hand, V. P. Zinchenko (1985)
demonstrates Vygotsky used another basic unit ofanalysis, namely that of meaning
orword meaning.

Engestrom continues by lookingat V. P. Zinchenko’s (1985, p. 100) argument
thatmeaning “‘cannotbe accepted as aself-sufficientanalytic unitsince inmeaning
thereisno ‘motive force’ for its own transformation into consciousness.” Only the
cognitive aspectof thinking is fixed inmeaning; the affective and volitional aspect
isleftunexplained. The authorthen suggests thatthe adequate unitis tool-mediated
action, whichis actually the same thing as Vygotsky’s instrumental act. Further-
more, as V. P. Zinchenko (1985, p. 103) correctly states, “one can consider tool-
mediated action as being very close to meaning as unit of analysis” because “of
necessity, tool-mediated action gives rise both to object meaning and to categorical
meaning,”
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Engestrom, however, sees V. P. Zinchenko’s failure to demonstrate how the
suggested unitoftool-mediated action will overcome the limitations inherent inthe
unitofmeaning. Engestrdm contends tool-mediated action inno way solves the
problems of motivation, emotion, and creation. Tothe contrary, itseems thatboth
meaning and tool-mediated action are formations of the same structural level. This
isthelevel of goal-directed, individual cognition, the “rational level” of human
functioning. Accordingto Engestrom, the problems of motivation, emotion, and
creation seem to be unanswerable on thislevel. They belong to ahigher, collective
and—paradoxically —less conscious level of functioning. Shoots of this line of
analysis, Engestrom points out, are visible in Vygotsky’s insistence on the concept
of higher psychological functions. Butthis hierarchical aspect of Vygotsky’s
conceptionis leftundeveloped by V. P. Zinchenko.

The problem of levels inhuman functioning was theoretically worked out by
A.N.Leont’ev,acollaborator and pupil of Vygotsky. He demonstrated this by
his, now famous, example of primaeval collective hunt.

When a member of a group performs his labour activity he also does it to
satisfy one of his needs. A beater, for example, taking partinaprimaeval collective
hunt, was stimulated by aneed for food or, perhaps, by aneed for clothing, which
the skin ofthe dead animal would meet for him. Atwhat, however, was his activity
directly aimed? It may have been directed, for example, at frightening a herd of
animals and sending them toward other hunters, hiding inambush. That, properly
speaking, is whatshould be the result of the activity of this man. And the activity of
thisindividual member of the huntends with that. The restis completed by the other
members. Thisresult, i.e., the frightening of game, etc., understandably does notin
itself, and may not, lead to satisfaction of the beater’s need for food, or the skin of
the animal. What the processes of his activity were directed to did not, conse-
quently, coincide with what stimulated them, i.e., did not coincide with the motive
of hisactivity; the two were divided from one another in this instance. Processes,
the object and motive of which do not coincide with one another, we shall call
‘actions’. We can say, for example, that the beater’s activity is the hunt, and the
frightening of game hisaction (Leont’ev, 1981, p.210) (italics added).

. what unites the direct result of this activity with its final
outcome? Obviously nothing other than the given individual’s
relation with the other members of the group, by virtue of which he
gets his share of the bag from them, i.e., part of the product of their

joint labor activity. This relationship, this connection is realised

through the activity of other people, which means that it is the
activity of other people that constitutes the objective basis of the
specific structure of the human individual’s activity, means that
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historically, i.e., through its genesis, the connection between the
motive and the object of an action reflects objective social
connections and relations rather than natural ones (Leont ev,
1981, p. 212).

Theselines, originally publishedin 1947, according to Engestrom demonstrate
the insufficiency ofan individual tool-mediated action as aunit of psychological
analysis. Without consideration of the overall collective activity, the individual
beater’s action seems “senseless and unjustified” (Leont’ev, 1981, p. 213).
Engestrom contends that, human labour, the mother form ofall human activity, is
cooperative fromthe very beginning. Accordingto him, wemay well speak ofthe
activity of the individual, but never of individual activity; only actions are
individual.

Engestrom continues to argue that what distinguishes one activity fromanother
isits object. Accordingto Leont’ev, the object of an activity is its true motive.
Engestrom contends that, thus, the concept ofactivity isnecessarily connected with
the concept of motive and under the conditions of division of labor, the individual
participates in activities mostly without being fully conscious of their objects and
motives. Thetotal activity seemsto control the individual, instead of the individual
controllingtheactivity. (A good exampleisthetotal activity ofauniversity system.)

According to Engestrom, activities are realised by goal-directed actions,
subordinated to conscious purposes. These are the typical objects ofthe cognitive
psychology of'skills and performances, whether they are motor or mental. But
human practice isnotjustaseries or asumofactions. In other words, “activity is
amolar, notanadditiveunit” (Leont’ev, 1978, p. 50). “Correspondingly, actions
arenotspecial ‘units’ thatare included in the structure of activity. Human activity
doesnotexistexceptinthe formofaction orachainofactions” (Leont’ev, 1978,
p. 64).

Engestrom’s interpretation of this is that one and the same action may
accomplish various activities and may transfer from one activity to another. One
motive may obviously find expression in various goals and actions. And finally,
actionsare carried outin variable concrete circumstances. The methods with which
theactionisaccomplished are called operations. Actions arerelated to conscious
goals; operations to conditions not often consciously reflected by the subject. He
added thattools are crystallised operations.

Thusinthetotal flow of activity that formshumanlife, inits higher manifestations
mediated by psychicreflection, analysis isolates separate (specific) activitiesinthe
firstplace according to the criterion of motives thatelicitthem. Then actions are
isolated —processes thatare subordinated to conscious goals, finally, operations
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thatdirectly depend on the conditions of attaining concrete goals (Leont’ev, 1978,
pp. 66-67).

Engestromalludes to the hunting example that demonstrates the development
from activity to actions as the consequence of division of labour. Engestrom
contends that there is also the opposite direction of development, often neglected
intheinterpretation of Leont’ev’s work, and adds thatactions may develop into an
activity.

These are the ordinary cases when a person undertakes to perform
some actions under the influence of a certain motive, and then
performs them for their own sake because the motive seems to have

been displaced to their objective. And that means that the actions

are transformed into activity (Leont’ev, 1981, p. 238).

Leont’ev’s hierarchical levels ofactivity are currently shown as in Figure 3.
Leont’evalsorecognised social and communicative aspects of activity.
Another condition (besides the instrumental) is that the individual ’s
relations with the world of human objects should be mediated by
his relations with people, and that these relations should be
included in a process of intercourse. This condition is always
present. For the notion of an individual, a child, who is all by itself
with the world of objects is a completely artificial abstraction. The
individual, the child, is not simply thrown into the human world; it
is introduced into this world by the people around it, and they guide

it in that world (Leont’ev, 1981, p. 135).

Only through a relation with other people does man relate to nature
itself, which means that labour appears from the very beginning as

Figure 3. Hierarchical Levels of Activity

Activity > Motive
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Action > Goal
v
Operation » Conditions
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a process mediated by tools (in the broad sense) and at the same
time mediated socially (Leont’ev, 1981, p. 208.)

According to Engestrom, the problem, however, is that the instrumental and
the communicativeaspectofactivity werenotbroughtinto aunified complex model
by Leont’ev. Vygotsky’s model of the instrumental act (Figure 2) was not
graphically superseded in Leont’ev’s work.

Engestrom sees this incomplete unification of the two aspects of activity in
Leont’ev’swork givingroom for Lomov’s (1980) attempt to separate activity and
communication as the two spheres of the life process of the individual. According
to Lomov, activity should be understood as the relation subject-object, while
communication comprises the relation subject-subject. This dualistic conception
was heavily criticisedby A.N. Leont’ev’sson, A. A. Leont’ev. Accordingto him,
activity cannotbe legitimately characterised as individual; rather, itis social inall its
components (A. A. Leont’ev, 1980).

Thus, when we are dealing with joint activity, we can with full

Justification speak of a collective subject or of a total subject of this

activity, whose interrelation with the ‘individual’ subjects can only
be comprehended through a psychological analysis of the structure
of the joint activity (A. A. Leont’ev, 1980, p. 530).

According to Engestrom, the communication for A. A. Leont’evisanintegral
aspectofevery activity. Onthe otherhand, communication may also differentiate
into its own specialised activity system—very clearly in various forms of mass
communication, forexample. Butinthis case, according to Engestrom, itretainsall
the basic elements ofactivity (including the aspect of internal communication within
it).

Engestrom contends that, though A. A. Leont’ev’s pointis convincing enough,
he, too, refrained from producing a more adequate unified model of activity. In
other words, the essential elements and inner relations of activity were not
comprehensively analysed and modeled by either the older or the younger
Leont’ev. Radzikhovskii (1984)raised this problem for discussion again in the
SovietUnion.

This morphological paradigm [of A. N. Leont’ev] does not . . .

explain very well why activity should change as a consequence of
the real or imagined presence of other people, nor does it answer
the question of wherein, from the psychological point of view, lies
the qualitative difference between ‘another’ person and any other
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physical object, e.g., questions associated with communication,
interaction, etc. . . . the social nature of motives and means of
activity is by no means reflected in a specific structure of activity,

this social nature is invariant relative to this structure . . .
(Radzikhovskii, 1984, p. 37).

According to Engestrom, Radzikhovskii’s most important argument is that
“the genesis of activity itselfisnotilluminated, i.e., the structural-genetic original unit
fromwhichthe structure ofactivity . ..unfoldsisnotdemonstrated” (Radzikhovskii,
1984, p.40). Engestrom sees Radzikhovskii proposing “social action” or “joint
action” asthe alternative unit ofanalysis.

Concretely, we are saying that the general structure of

ontogenetically primary joint activity (or, more accurately, primary

joint action) includes at least the following elements: subject

(child), object, subject (adult). The object here also has a symbolic

function and plays the role of the primary sign. In fact, the child’s

movement toward, and manipulation of, an object, even when he

is pursuing the goal of satisfying a vital need, is also simultaneously

a sign for an adult: to help, to intervene, to take part. . . . In other

words, true communication, communication through signs, takes

place here between the adult and the child. An objective act is built

up around the object as an object, and sign communication is built

up around the same object as the sign. Communication and the

objective act coincide completely here, and can be separated only

artificially . . . (Radzikhovskii, 1984, p. 44).

The unit defined above should be seen as genetically earlier (in
ontogeny), as determining the basic internal sign structure of

human activity, and, finally, as a universal unit and a component
of individual activity (Radzikhovskii, 1984, p. 49).

Accordingto Engestrom, atthe first glance, Radzikhovskii is merely adopting
the neo-Meadian conception of activity, exemplified in Trevarthen’s model of
secondary intersubjectivity. However, Radzikhovskii’saccount ofthe genesis of
“primary jointaction,” Engestrom argues, differs substantially from those of Mead
and Trevarthen. For Radzikhovskii, the use of the sign in the primary jointaction
isnon-conscious and completely fused into the action on the object. For Mead, this
kind of sign usage is something that precedes the specifically human stage of
conscious “significant gestures.” And Trevarthen’s elaborate data shows that, up
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tonine months, the infant’s gestures and object-actions are separate, not fused
together. Their combination (not merger) is a developmental achievement,
signifyinganew level inthe child’s self-consciousness.

Engestrom views Radzikhovskii’s description of the “primaryjointaction” as
corresponding to the actual structure of animal activity preceding humanity in
evolutionary terms because of his nearly total neglect of the role of material
productionand material instruments (and their relations to signs and other “psycho-
logicaltools™).

Engestrom concludes that, in spite of its rather regressive outcome,
Radzikhovskii’s attempt is asymptom of the existence of an unsolved problemin
the Vygotsky - Leont’ev tradition. Engestrom, however, admitted that the third
lineage, from Vygotsky to Leont’ev, gave birth to the concept of activity based on
material production, mediated by technical and psychological tools as well as by
other human beings, and then gave himself the task of deriving a model of the
structure of human activity through genetic analysis.

The Evolution of Activity

Fromtheanalysis and discussions of the third lineage, Engestrom deduced that
the general mode of biological adaptation as the animal form of activity mightbe
depicted asin Figure 4.

A central tenet embedded in this model, according to Engestrom, is the
collective and populational character ofanimal activity and species development
[hecited Jensen (1981) insupport]. Accordingto Engestrom, speciesisseenas
a systemic formation, as a “methodology of survival,” produced to solve the
contradiction between population and nature, and in this formation, the prototype
and the procedure define each other ina complementary manner.

Figure 4. The General Structure of the Animal Form of Activity

Individual survival

(‘Doing alone’)
INDIVIDUAL NATURAL
MEMBER OF ENVIRONMENT
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Engestrom argues that the adaptive nature of animal activity does not mean
passiveacquiescence inthe demands and pressures of nature, and made reference
to Lewontin (1982), which shows that organisms and the environment always
penetrate each other in several ways.

The importance of these various forms of dialectical interaction
between organism and environment is that we cannot regard
evolution as the ‘solution’ by species of some predetermined
environmental ‘problems’ because it is the life activities of the
species themselves that determine both the problems and the
solutions simultaneously. . . . Organisms within their individual
lifetimes and in the course of their evolution as species do not adapt
to environments, they construct them (Lewontin, 1982, pp. 162-
163).

Engestrom contends that on higher levels of animal evolution, we witness
ruptures ineach of the three sides of the triangle depicted in Figure 4. The uppermost
side of “individual survival” is ruptured by the emerging utilisation oftools, most
clearly demonstrated by the anthropoid apes (he cited Schurig (1976) in support).
Thelefthandside of*‘social life”’ is ruptured by collective traditions, rituals and rules,
originating at the crossing of adaptation and mating. The right hand side of
“collective survival”is ruptured by division of labor, influenced by the practices of
breeding, upbringing, and mating, and appearing firstas the evolving division of
labor between the sexes.

Theseruptures, according Engestrom, cannot be comprehended “simply as a
linear process ofhigher development, butrather as a process in which, under the
influence of various different evolutionary factors, differing competing lines of
development may have emerged” (Keller, 1981, p. 150). Anthropoid apes,
according to Engestrom, are the prime example of the rupture by tools; and
dolphins, with their extraordinary “capacity to organise many individualsinto a
system which operatesasawhole” (Keller, 1981, p. 151), may beaprime example
ofthe ruptures in “doing together”” and “being together.”

Accordingto Engestrom, this stage of“‘ruptures”isactually the dim transitional
field between animal and mankind which may be depicted by Figure 5. Anthropoid
apes, Engestrom said, donotmake and preserve tools systematically. Toolmaking
andtool utilisation are still exceptional rather than dominant forms of theiractivity.
The activity of dolphins, he said, may be assessed analogously. He quotes Keller
(1981) insupport.

The fact . . . that the transition from animal psyche to human
consciousness is not completed in the case of the dolphins is . . . to
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Figure 5. Structure of Activity in Transition from Animal to Man
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be explained by the circumstance that there is no active,

instrumentally mediated, appropriation of material reality within

the social behaviour of dolphins parallel to the use and preparation

of external aids for the completion of operations such as is found
in the phylogenetic line of the apes, and which can be seen as an

anticipation of human productive (that is, mediated by tools)

activity at the animal level. However complex the social life of
dolphins may be, the relationships that arise within it are not
coordinated by ‘the activity of production’, they are not determined
by it and do not depend upon it (Keller, 1981, p. 153).

Engestrom contends that the breakthrough into human cultural evolution—
into the specifically human form ofactivity—requires that whatused tobe separate
ruptures or emerging mediators become unified determining factors. And
according to Engestrom, at the same time, whatused to be ecological and natural
becomes economic and historical, and he quotes Reynolds (1982) in support.

Since intentional action is frequently cooperative and socially
regulated in non-human primates, it makes more sense to derive
cooperation from social interactions where it already exists than

from object-using programs where it does not. Consequently, a

theory of the evolution of human technology should place less
emphasis on differences in the tool-using capacities between human
and apes (important as they are) but ask instead how emergent
tool-using capacities become integrated into the domain of
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intentional social action (Reynolds, 1982, p. 382, see also Reynolds,
1981).

Engestrom referred to an elegant sketch of this original integration proposed
by Richard Leakey and Roger Lewin in which they point out thathumans are the
only primate who collect food to be eaten later. In their mixed economy, the early
humans did this both by gathering plants and by scavenging and hunting meat.
However, “sharing, not hunting or gathering as such, is what made us human”
(Leakey & Lewin, 1983, p. 120). Another point of integration, according to
Leakey and Lewin, was the emergence of collectively organized tool-making,
concentrated on steady campsites.

Engestrom views the paleoanthropological ideas of Leakey and Lewin as
corresponding to the philosophical point made by Peter Ruben.

Everysocial systemis faced with the analytical problem of dividing

the total product into necessary and surplus product. And the
regulations created for distribution of these products provide the
norms for ‘justice’ in each system. So the existence of a surplus of
labour beyond necessary labour is given a priori in every system of
labour, and one can say that sociality, in contrast to individuality,
is perceivable exactly in this surplus product. . . . It is the struggle
for the surplus product that constituted sociality! . .. Thus, a social
mechanism that is especially a mechanism of political domination
... does not serve as a genetical precondition for bringing about

the surplus product, but as a means for its quantitative expansion
(Ruben. 1981, pp. 128-129).

Following fromthe analysisand discussions above, Engestrom reorganised the
whole structure of human activity system and presented itas shown in Figure 6 and
wenton tojustify themodel. Inthe model, subjectrefers to the individual or sub-
group whose agency is chosen as a pointof view in the analysis. The objectrefers
to the “raw material” or problem space at which the activity is directed and which
ismolded or transformed into outcomes with the help of physical and symbolic,
external and internal tools (mediating instruments and signs). The community
comprises multiple individuals and/or sub-groups who share the same general
object. The division of laborrefers to both the horizontal division oftasks between
the members of the community and to the vertical division of power and status.
Finally the rulesreferto the explicitand implicitregulations, norms and conventions
that constrain actions and interactions within the activity system.
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Figure 6. The Structure of Human Activity
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Engestrom argues the model depicted in Figure 6 is alogical continuation of
the transitional model depicted in Figure 5. What used to be adaptive activity is
transformed into consumption and subordinated to the three dominant aspects of
human activity: production, distribution and exchange (or communication). The
model, he said, suggests the possibility of analysing a multitude of relations within
the triangular structure of activity. He, however, warned that the essential task is
always to grasp the systemic whole, not just separate connections. He then made
referenceto the essentials of the analysis provided by Karl Marx in the introduction
to Grundrisse.

Production creates the objects which correspond to the given
needs, distribution divides them up according to social laws;
exchange further parcels out the already divided shares in accord
with individual needs; and finally, in consumption, the product
steps outside this social movement and becomes a direct object and
servant of individual need, and satisfies it in being consumed. Thus
production appears to be the point of departure, consumption as
the conclusion, distribution and exchange as the middle . . . (Marx,
1973, p. 89).

Marx goes onto show thatthings are not so simple as this. Productionis always
also consumption of the individual’s abilities and of the means of production.
Correspondingly, consumptionisalso production ofthe human beings themselves.
Furthermore, distribution seems to be not justa consequence of production, but
alsoitsimmanent prerequisite in the form of distribution of instruments of production
and distribution of members of the society among the different kinds of production.
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Finally, exchange, too, is found inside production in the form of communication,
interaction and exchange of unfinished products between the producers. Marx
wenton todispel any notion that the boundaries between the sub-triangles in Figure
6 are blurred and eventually givenup.
The conclusion we reach is not that production, distribution,
exchange and consumption are identical, but that they all form the
members of a totality, distinctions within a unity. Production
predominates not only over itself, in the antithetical definition of
production, but over the other moments as well. The process
always returns to production to begin anew. That exchange and
consumption cannot be predominant is self-evident. Likewise,
distribution as distribution of products; while as distribution of the
agents of production it is itself a moment of production. A definite
production thus determines a definite consumption, distribution
and exchange as well as definite relations between these different
moments. Admittedly, however, in its one-sided form, production
is itself determined by the other moments. For example if the
market, i.e. the sphere of exchange, expands, then production
grows in quantity and the divisions between its different branches
become deeper. A change in distribution changes production, e.g.
concentration of capital, different distribution of the population
between town and country, etc. Finally, the needs of consumption
determine production. Mutual interaction takes place between the
different moments. This is the case with every organic whole
(Marx. 1973, pp. 99-100).

Engestrom deduced that Marx’s notions of “the antithetical definition of
production’ and of production “inits one-sided form,” especially when applied to
the earliest simple forms of societal organisation, seem to refer to the double
existence of production as both the whole activity system of Figure 6 and as the
uppermost sub-triangle or action-type of that system.

Inotherwords, each sub-triangle in Figure 6 is potentially an activity of its own.
Within the total practice of the society, the sub-triangles are initially only actions
sincetheirobjectisstill arelatively undifferentiated whole and the temporal, spatial,
and social boundaries between themare fluid.

Inner Contradictions of Human Activity
According to Engestrom, an activity system does not existina vacuum. It
interacts withanetwork of otheractivity systems. Forexample, itreceivesrulesand
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instruments from certain activity systems (e.g., management), and produces
outcomes for certain other activity systems (e.g., clients). Thus, influences from
outside “intrude” into the activity systems. However, such external forces are not
asufficientexplanation forsurprisingeventsand changes intheactivity. Theoutside
influences are firstappropriated by the activity system, turned, and modified into
internal factors. Actual causation occurs as the alien element becomes internal to
theactivity. Thishappensinthe form ofimbalance. Theactivity systemis constantly
working through contradictions within and between its elements. Inthis sense, an
activity systemis a virtual disturbance and innovation-producing machine.

Engestrom contends thatthe primary contradiction of all activities in capitalist
socio-economic formations is that between the exchange value and the use value
withineach element ofthe activity system. Heused the work activity ofaphysician
inprimary medical care again as anillustration. The primary contradictioninthe
objectofthe doctor’s work activity takes the form of patient as personto be helped
and healed versus patient as source of revenue and profit (or on the flip side, as
opportunity to profit by cutting costs), and quotes Leont’ev (1981, p. 255) in
support.

The doctor who buys a practice in some little provincial place may

bevery seriously trying to reduce his fellow citizens’ suffering from

illness, and may see his calling in just that. He must, however, want

the number of the sick to increase, because his life and practical

opportunity to follow his calling depend on that.

Accordingto Engestrom, the primary contradiction can be found by focusing
onany ofthe elements ofthe doctor’s work activity. Forexample, instruments of
thiswork include a tremendous variety of medicaments and drugs. Butthey arenot
justuseful for healing—they are above all commodities with prices, manufactured
foramarket, advertised, and sold for profit. Every doctor, according to Engestrom,
faces this contradiction in his or her daily decision making, in one form or another.

Engestrom observed that, as anew element enters into the activity system from
outside, secondary contradictions appear between the elements. Anexampleofa
secondary contradiction inmedical work would be that caused by the emergence
ofnew kinds of objects, that is, patients and their medical problems. Conflicts
emerge between the increasingly ambivalentand complex problems and symptoms
of the patients and the traditional biomedical diagnostic instruments. Patients’
problems increasingly often donotcomply with the standards of classical diagnosis
and classification of diseases. Theyrequire anintegrated social, psychological,and
biomedical approach thatmay notyet exist.
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A tertiary contradiction, according to Engestrom, appears when a culturally
more advanced objectand motive are introduced into the activity. Suchatertiary
contradictionarises when, say, practitioners of amedical clinic, using experiences
from other clinics, design and adopt anew model for their work that corresponds
to the ideals of a more holistic and integrated medicine. The new ideas may be
formally implemented, but they are internally resisted by the vestiges of the old
activity.
According to Engestrom, quaternary contradictions are those that emerge
between the changing central activity and its neighbouring activities in their
interaction. Suppose thata primary care doctor, working on anew holistic and
integrated basis, refers the patient to ahospital operating strictly ona traditional
biomedical model. Conflicts and misunderstandings easily emerge between these
activity systems.
Anelaboration (Figure 7) showing the four levels of contradictions placed in
appropriate locations ina schematic network ofactivities presented in Figure 6.
Level 1: Primary inner contradiction (double nature) within each constituent
componentofthe central activity.

Level2: Secondary contradictions between the constituents ofthe central activity.

Level 3: Tertiary contradiction between the object/motive of the dominant form
ofthecentral activity and the object/motive ofaculturally more advanced form
ofthe central activity.

Level4: Quaternary contradictions between the central activity and its neighbour
activities.

Figure 7. Four Levels of Contradictions in a Network of Human Activity
Systems

CULTURALLY MORE

ADVANCED CENTRAL
ACTIVITY

INSTRUMENT-
PRODUCING ‘\\\\ 8
ACTIVITY N G—_, q

) /2/ =
SUBJECT- 9 \ﬂ‘ <
PRODUCING —) \

ACTIVITY |
/ \ ﬂis g s 2_\11
' CENTRAL ACTIWTY
)
RULE-PRODUCING / OBJECT-ACTIVITY
ACTIVITY »

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Activity Theory as a Theoretical Foundation 219

InIl’enkov, views contradictions are not justinevitable features of activity.
They are “the principle of its self-movement and . . . the form in which the
developmentis cast” (II’enkov, 1977, p. 330). This means thatnew qualitative
forms of activity emerge as solutions to the contradictions of the preceding form.
Thisinturn takes place in the form of “invisible breakthroughs,” innovations from
below.

Inreality italways happens thata phenomenon which later becomes universal
originally emerges as an individual, particular, specific phenomenon, as an excep-
tion fromtherule. It cannotactually emerge in any other way. Otherwise history
would have arather mysterious form.

Thus, any new improvement of labour, every new mode of man’s action in
production, before becoming generally accepted and recognised, firstemerges as
acertain deviation from previously accepted and codified norms. Having emerged
asanindividual exception fromtherule inthe labour of one or several men, the new
formis then taken over by others, becoming in time anew universal norm. Ifthe
new normdid notoriginally appear in this exact manner, it would never become a
reallyuniversal form, butwould existmerely in fantasy, inwishful thinking (II’enkov,
1982, p. 83-84).

ACTIVITY THEORY AND INFORMATION
SYSTEMS RESEARCH

Ascanbeseen fromthe previous sections, Activity Theory presents aresearch
approach that learns itself more to interpretive research. The Activity Theory
framework can be used to interpret actions of individuals and a community of
individuals thatare directed towards a desired outcome. The framework allows an
explicitway of interpreting the mediating influences of the rools used, the rules that
apply, and the division of labour that exists among a community people that
engage in actions directed to an object and an outcome. Each individual’s
(subject)motives, actions, and goals towards the outcome can also be explicitly
examined and interpreted within the framework. The Activity Theory framework
presents aholistic way of examining and interpreting the social and the technological
aspects of information systems. Some IS researchers (e.g., Engestrom (1990,
1996a, 1996b), Engestrom and Escalante (1996), Nardi (1996a), Kuuti (1991,
1999), Blackler, Crump and McDonald (1999) and Jonassen and Rohrer-Murphy
(1999)) have, indeed, used the framework in investigations that involved both the
social and the technological aspects of information systems.
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Inapplyingthe Activity Theory framework, human activity shouldbe viewed
asaninterdependent system involving the individual (subject), tools, aproblem
space (object), the community of people who are similarly concerned with the
problem, the division of labour between community members aimed at the object
and the outcome, and the conventions (rules) regarding actions. The activity ofthe
individual (top three components of Figure 6) should notbe viewed inisolation, but
should betied to the larger cultural context. And human activity should be seen as
socially bound and not simply the sum of individual actions (Engestrom, 1990).
Furthermore, the system as a whole should be considered as dynamic and
continually evolving. Forexample, any changes to cultural practice may inspire the
creation or reworking ofatool, orany changes in the design ofatool may influence
asubject’s orientation toward an object, which in turn may influence the cultural
practices of the community.

Aswell, itshould be borne in mind that any perturbations at any one pointin
theactivity system (see Figure 6) will produce ripples and, occasionally, can cause
major transformations across the system. The framework thus provides a holistic
view thatrecognises both the socially distributed nature ot human activity and the
transformative nature of activity systemsin general. The framework also suggests
ways of inducing cultural changes and also draws attention to possible points of
leverage inthe attemptto overcome the unique nature of IS use (Engestrém, 1990).
Forexample, changing the nature ofthe rules of IS use and the expected outcomes,
and modifying the division oflabour, or valuing tools, including IS, may create a
differentuser behaviour towards the use of the IS.

Viewed from this perspective, research into IS use can be conceptualised as
aprocess of manipulating the “points of leverage” in the framework, where IS isthe
tool. It is important, therefore, that IS researchers should not aim at isolating
individual cognitive processes through controlled experimentation and survey
methods, butshould instead work toward understanding the organisational context
inwhich IS is used. This notion of Activity Theory is supported by theories of
situated cognition. As Salomon (1995) points out:

Even if we accept only the idea that some cognitions are socially

distributed under some conditions (Perkins, 1993), or that distributed

and “solo” cognitions mutually affect each other in an ongoing

spiral of development (Salomon, 1993), then research that excludes

interpersonal, social, technological, and situational factors becomes

badly one-sided and constrained (p. 14).

He continues by adding that this raises doubts about the validity of traditional
experimental methodologies and argues for new forms ofeducational research in
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whichindividuals, and groups of individuals, are studied “in situ” (Salomon, 1995).
Thisargumentholds forresearchinISuseas well. Victor Kaptelinin summarises
theappropriateness of Activity Theory inthe study of information systems in these
words:
One of the most important claims of activity theory is that the
nature of any artifact can be understood only within the context of
human activity — by identifying the ways people use this artifact,
the needs it serves, and the history of its development (1996, p. 46).

AN EXAMPLE OF WORK ACTIVITY

Engestrom used the following example of a work activity to concretise the
model.

Consider the work activity of a physician working at a primary care clinic
(Figure 8). The object of his work is the patients with their health problems and
illnesses. The outcomes include intended recoveries and improvements in health,
aswellasunintended outcomes such as possible dissatisfaction, non-compliance
and low continuity of care. The instruments include such powerful zools as X-rays,
laboratory, and medical records - as well as partially internalised diagnostic and
treatment-related concepts and methods. The community consists of the staff of
the clinic, distinguished from other competing or collaborating clinics and hospitals.
Thedivision of labour determines the tasks and decision-making powers of the
physician, thenurses, the nurses’ aides, and other employee categories. Finally, the
rules regulate the use of time, the measurement of outcomes, and the criteria for
rewards.

Figure 8. The Work Activity of a Primary Care Physician

Rules Community Division of Labor

Source: http.//'www.helsinki.fi/~jengestr/activity/6a.htm
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The same primary health care activity will look quite different if we take the
pointofview of another subject in the community, for instance anurse. Yet, both
subjects share the overall object — the patients and their health problems. An
activity systemis always heterogeneous and multi-voiced. Different subjects, due
totheir differenthistories and positions in the division of labour, construct the object
and the other components of the activity in different, partially overlapping and
partially conflicting ways. There is constant construction and re-negotiation within
theactivity system. Coordination between different versions of the object mustbe
achievedto ensure continuous operation. Tasks arereassigned and re-divided,
rules are bent and reinterpreted. Andthe use ofatool(s) will be influenced by all
the components of the activity system.

Letus consider another example of an executive of an organisation whois to
make a decision (the object) and makes the decision (outcome) by using an
executive information system (EIS)asatool (Figure9). The executive’sindividual
attributes such as computer literacy, age, education, skill, ability, knowledge,
attitude, values, beliefs, and motivation to use the EIS will influence the use.
However, like the primary care physician, the executive’s use of the EIS may also
beinfluenced by the laws, policies, regulations, standards, norms, ethical issues, and
otherworkplace practices (rules); the staffand stakeholders (the community) of the
organisation; the division of labour that goes with the decision-making (the object)
and the decisionmade. A research framework as in Figure 9 isbeingused by the
authors toresearch into executive’s use of EIS.

Figure 9. Executive Use of EIS

Employees & Division of
Stakeholders Labour

o > How does it influence Executive’s use of EIS?
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PROBLEMS AND LIMITATIONS IN APPLYING
ACTIVITY THEORY IN IS RESEARCH

Allresearchapproaches have their problems and limitations. Activity Theory
isno exception. Aresearcher who embarks onusing Activity Theory hastohave
anin-depthknowledge andunderstanding of theactivity systemunderinvestigation,
includingthe dynamicinterplay ofall the units of the activity system. Thismeansthe
researcher has to keep the systemunder constant and relatively long observation,
and as result becomes more actively immersed in the activity process. The
researcher mustbe very conversant with the rules, the division of labour, and the
objectofanactivity, as well asunderstanding the motive and goals of the individual
and the community involved in the activity. Also,some ofthe activities donot
directly resultinto the desired outcome, butrather indirectly. These willundoubt-
edly mean there should be multiple data collection methods ifoneistoachievea
convincingresearchresultusing the Activity Theory approach.

Theresearcher would also have to keep inmind the four premises upon which
Engestrom derived the Activity Theory model as we know ittoday, as recapped
below.

First, activity must be pictured in its simplest, genetically original structural
form, asthe smallestunitthatstill preserves the essential unity and quality behind any
complexactivity.

Second, activity mustbe analysable inits dynamics and transformations inits
evolution and historical change. No static or eternal models will do.

Third, activity mustbe analysable as acontextual or ecological phenomenon.
The models will have to concentrate on systemic relations between the individual
and the outside world.

Fourth, specifically human activity mustbe analysable as culturally-mediated
phenomenon. No dyadic organism-environment models will suffice. This require-
mentstems from Hegel s insistence on the culturally-mediated, triadic or triangu-
larstructure of human activity.

Nardi (1996c¢)also points out four methodological implications of Activity
Theory:

1. Theresearchtime frame mustbe long enough tounderstand users’ objects,
including, where appropriate, changes in objects over time and their relation
to the objects of others in the setting being studied.

2. Attention must be paid to broad patterns of activity rather than narrow
episodic fragments that fail to reveal the overall direction and import ofan
activity.
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3. Theuseofavariedsetofdatacollection techniques, including interviews,
observations, video, and historical materials, withoutundue reliance on any
onemethod.

4.  Theremustbe the commitmenttounderstand things from the users’ point of
view.

CONCLUSION

This chapter outlined some of the strengths and weakness of Activity Theory
and advocates its use as an alternative theoretical foundation for IS research to
address some of the shortcomings of the current theoretical approaches. The
strength of Activity Theory is the importance ofits integrating framework linking a
setoftheoretical principles. Itisapowerful and clarifying descriptive tool rather
thanastrongly predictive theory. The object of Activity Theory istounderstand the
unity of consciousness. Activity Theory incorporates strong notions of intention-
ality, history, mediation, collaboration, and development in constructing conscious-
ness (Kaptelinin, 1996). Despite some of the weaknesses outlined above, Activity
Theory has a unique way of considering IS as a tool and the advantage of a
methodology which considers history, time, the individual, the group of individuals,
the organisation, as well as IS inaresearch setting.
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ABSTRACT

This chapter defines a publishing model for Web applications starting from
the analysis of the most well-known modeling methodology, such as HDM,
OOHDM, WebML, Conallen’s method and others.

The analysis has been focused to verify the state of art about the
modeling of Web application pages. In particular, the different types of
elements that compose the Web page in the above models are taken into
consideration.

This chapter describes the evolution of the HDM methodology starting
from the first approach based on the definition of a LP concept up to the more
structured and complex Conceptual page, based on the influence of
“operations” on the modeling of the dynamics of navigation between pages.
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INTRODUCTION

Designanddevelopmentof WWW applicationsis quickly evolvingtobecome
more engineered products introducing powerful models ofhypermedia applica-
tions. The entire lifecycle to obtain affordable outcomes mustbe considered as a
complex process that should be supported by tools in order to help the designer in
eachphase.

Starting fromaconceptual modeling makes it easier to manage the changes but
itrequires awell-engineered process to correctly drive the entire cycle from the
model to the outcomes.

Ourresearchactivity is oriented to develop bothamodel to suit the complexity
and aset oftools to support the designer from the analysis phase to a prototype of
the Web application in order to have an effective testof model. These tools, based
onarelational database, support also the multi-delivery feature to customize the
applicationaccording to the userrole (families of applications).

The main goal of this chapter is to define a publishing model for Web
applications, starting from the analysis of the most well-known modeling method-
ology, suchas HDM, OOHDM, WebML, Conallen’s method and others.

The analysis has been focused to verify the state of art about the modeling of
Web applicationpages and to capture the different types of elements that compose
the Web page in the above models.

BACKGROUND

In 1993 the Hypermedia Design Model (HDM) (Garzotto, Paolini & Schwabe,
1993; Garzotto, Mainetti & Paolini, 1995, 1996) was published, the firstmodeling
approach oriented to the design of multimedia application that was enhanced to
supportthe hypermedia applications (Bochicchio, Paiano & Paolini, 1999).

Inthis environmentarelevantaspectisrepresented by definition of Logic and
Presentation pages. Logic pages have been introduced into the model to better
design what the designer considers the unit of fruition of the specific WWW
application (example: apainter and all his works, or the collection of all painters, and
soon). The Presentation pages are a collection oflogic pages that appear to the user
into the HTML page (example: the home page and the previous logic page can
appear intwo frames ofaunique HTML page), managing the dynamic behaviour.

Inourresearchactivity we developed the tools, starting from HDM concepts,
to supportthe entire applications lifecycle through the prototyping using an engine
thatwill be briefly described in the next section.

In the last months the Web environment has been oriented on the Web
applications more than on Webssites, so the HDM model is evolving to its 2000
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version (W2000) in order to best capture all the dynamic and navigational
behaviour of WWW applications.

Adding the operation of the traditional Web sites means that the model
structure and the behaviour may change dynamically and are strictly related to the
user profile.

Ourresearch s oriented to define an Information Conceptual Model and a
Navigation Conceptual Model by rendering the design concept using customized
UML diagrams. UML was extended to define a suitable framework for this task.

Thenextstepis the definition ofa Conceptual Publishing Model, whichis the
core of this chapter, which inherits the information and navigation definition and
customizes the user behaviour.

Several authors are publishing interesting ideas about this problem, butthey are
starting from the page definition, while we start from a conceptual framework
(Conallen, 1999; Ceri, Fraternali & Bongio, 2000; Schwabe & Rossi, 2000).

Although for small applications into a well-known application domainitis
possibletodirectly design the Web page, having inmind, withoutany formalism,
the information and navigationstructure in order torealize a well-structured design
it’sneeded to have a different approach to the design.

JWEBII NAVIGATION ENGINE: THE LOGIC
PAGES APPROACH

The mainrequirements taken into accountin the design and in the development
ofthe JWeb Il Navigation Engine (NE) are:
*  Generation of hypermedia applications described in standard structures
(easilymaintainable).
*  Managementofdifferentclientdevices with particular presentation/visualiza-
tion technology (multi-delivering) such as the Internet, WAP, CD-Rom, etc.
*  Moredifferentend-users, maintaining individual history for each session.

According to these requirements, the JWeb II NE design s structured intwo
differentsteps. Inthe firststep, the part ofthe application independent from the
clientdevice presentation technology (presentation-independentmodule)is gener-
ated, while, in the next step, the other part that is dependent on this technology
(presentation-dependent module) is built. So the generation ofhypermedia appli-
cations consists of the creation of the physical pages (presentation-dependent) that
willbe published directly on the clientdevice and LPs, (presentation-independent)
that contain all the necessary information for the creation of the physical page
(Figure1).
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Figure 1. Delivery Process
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This distinction allows the complete reuse of the presentation-independent
modules thatrepresent the main design and development effort, while the presen-
tation-dependent module must be edited according the particular presentation
technology (WAP-WML,HTML, etc.).

For example, in a Web-based hypermedia application the presentation-
dependent module generates HTML physical pages compatible with the Web
browser. These HTML pages are created from standard logical pages that contain
theright contents. In particular, the logical pages contain both all the data stored in
database structures and all the information maintained by the JWeb IINE tomanage
the correctuser navigation and the user dynamic structures (ex. shopping bag).
When changing the presentation technology (ex. from HTML to WML-wap)all the
modules forthe logical pages generation remain valid, while the mappingon HTML
physical pages must be adapted to support the WAP technology.

Besides the creation of pages, both logic and physical, the JWeb II NE
manages the exchange of messages with the client device. Particularly, the
presentation-dependent modules receive string format commands fromthe client
device, according to the presentation technology, and translate these commands
into standard procedure calls for the presentation-independent module

In details the logical pages structured as in Figure 2, pick up and join
informationabout:

«  item(oneormore)selected (ex. anartist),

«  application link for the selected item (ex. the artist’s works),

* activecollection (actual showed elementposition, link tothe nextand previous
elements, etc.),

»  centresofothercollection (ex. “Web sections” collection), and

*  usernavigation (back, userhistory, etc.).

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



236 Paiano, Mangia & Perrone

Figure 2. Logic Page Structure
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The LP contains the information in standard and abstract form, independent
fromthe userdevice presentation technology. A logical page, as shown in Figure
2,1s made up of some hierarchical sections that pick up in separated ways the
information about selected elements (LPSection), collections (CollSection),and
links for defaultnavigation (NavEmbed).

InJWebIINE the LPs are XML files with aspecific DTD; these LPs are built
accordingaspecific template and they pick up all the informationneeded to create
the physical page respecting the end user request. The information for the logical
pages is stored in a database with a structure independent from the specific
application (named run-time database).

Inthe simple applications, there is almost a directrelationship between the
logical page and information forthe end user, while inthe mostcomplex applications
itispossible youneed to show the end user the information present in different
logical pages.

Figure 3 shows a Web page of an e-commerce application that describes the
information abouta particularmodel of shirt, its relative application links, the active
collection (all the models with available filters) and another collection (the Web
application’s sections).

This page has information present in four different LPs, respectively:

*  LPI:informationaboutsupport functionality

*  LP2:informationaboutactive “models” collection

*  LP3:informationabout“Web sections” collection

*  LP4:informationaboutselected “models” and theirrelative application links
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Figure 3. The Logic Pages
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Inthe LP2 and LP3, the furthermost informationis inthe section COLLSection;
while in the LP4, the most further information is in the section LPSection.

The LPs (butprecisely the relative physical pages) are composed together in
presentation level withouta precise design methodology. Inthe case of Figure 3
the composition is made usingthe HTML technique.

This LP approach tomodel Web pages was used torealize an e-commerce
applicationina European project (Bochicchioetal., 1999). This experience has
underlined thatthe approach is efficient to model Web application forarun-time
navigation engine (suchas JWeb IINE), butsome problems were undefined:

» thedivision of the final content in different logical pages is presentation-
oriented and notaresult ofa publishing model,

» thedefinitionofthe interaction between logic pages in the same physical page,
and

*  whathappenwhen the “operations” change the contents of alogic page.

W2000: THE CONCEPTUAL PAGES APPROACH

Motivation

Onthebasis ofthe former openissues on the logical pages approach, itis clear
thatthis kind of modeling approach is quite effective for modeling pages to be used
by the engine previously described. On the other hand, taking into account our
experience in Web application modeling, we realized that it is ineffective for
modeling pages fromthe user point of view, capturing the user experience already
in the modeling phase. For this reason we introduced the conceptual pages
modeling that focuses on modeling Web pagesjustas they will be perceived by the
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users, introducing a user-centered semantic in defining the various aspects of the
pages, modeling the interactions among pages and within the page. Based on this
definition, the conceptual pages modeling should be located above the logical pages
modeling (opportunely revisited) for those applications that will be executed by the
JWebengine.
The model aimstoreach the following objectives:
*  Todefineaself-standing model: to allow the designer to directly model the
Web pages starting from the requirements.
*  Todefineamodel that could become part ofamore complex methodology,
suchas HDM and its evolution, W2000 (Baresi, Garzotto & Paolini, 2001).

The firstobjective is due to the fact that, from the analysis of other modeling
techniques, a methodology supporting the direct modeling (even from a user-
centered point of view) of the Web pages does not still exist. On the other hand,
suchamethodology should be the mostused for modeling small and well-known
applications using a structured approach. In this scenario, itis very important to
manage both the complexity ofthe structural composition of the pages (generally
the pagesjoin several different kinds of elements) and the navigation dynamics
between pages. Furthermore, using a structured approach, itis possible toreuse
both the model and the multimedia elements in a framework-like environment.

The second objective concerns the need to complete the model W2000 in
orderto have acomplete methodology to design Web applications. Even though
thismodel has been thought as anatural extension ofthe HDM model, itis rather
general for being used to model the pages of an application designed using one of
the other known methodologies like Cerietal. (2000) and Schwabe and Rossi
(2000). Generally, these methodologies split the overall application design into
different phases concerning the different aspects ofa Web application, that s,
contents, navigational characteristics, pages and, only someone, the operations and
transactions (UWA, http://www.uwaproject.org).

The W2000 model has two distinct levels:

*  Information Design: where the information structures are designed.
Information structures represent the contents available to the users of the
application. The informationis modeled from the user pointof view, meaning
thatthe designer design each object of interest for the user choosing only that
information that could be ofinterest for a particular user. Moreover, in this
design phase the access structures are designed. The access structure,
named collections, provides the user with a way to explore the information
contents of the application.
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*  Navigation Design: where the navigation structures are designed. Navi-
gation structures re-organize contents foranavigational purpose. They define
both the atomic piece of content that will be presented to the user, named
nodes, and the way the user can pass from one piece of content to another;
thatis, the accessibility relationships form eachnode towards the othernodes.
Moreover the navigation model in W2000 contains the notion of cluster,
which is a way to organize the nodes for context navigation purposes. Each
cluster represents a context of interest for a user, and the designers have to
design both the contextual navigation, thatis navigation within the cluster, and
the infra-clusters navigation, thatis navigation among the various clusters.

Likethe above levels, the conceptual pages model deeply uses the notion of
“type” forall its elements, allowing a more flexible page structure to better reuse
components and contents. Furthermore, to satisfy the requirement to complete the
W2000model, some guidelines and rules are defined to map the Navigation level
tothe Page level. We have already said thatarelevant aspect of the model is the
possibility tomodel the “user experience.” The way we made this possible was by
theintroduction ofa primitive used to organize information and navigational features
needs to the user to performa certain task in aspecific context. For example, some
tasks could be browsing items in your shopping bag, scrolling through the pictures
ofapainter, exploring all book information, etc.

The Model

One ofthe mostimportantaspects ofamodelis a precise definition ofits focus.

The model we are presenting in this chapter aims to reach anumber of objectives

that we can summarize as in the sequel:

*  The main purpose of the model is the identification of the pages of the
application. Due to the complexity ofa Web page, we have to characterize
what a Web page is.

*  Wemodel only the composition ofa Web page in terms of its contents and
itsnavigational capabilities.

*  Weseparate the modeling of the contents from the modeling of the graphical
and visualization aspects related to these contents. In this way we can define
the meaning (eveninterms of contents and navigational capabilities) ofa Web
page from auser- centered point of view independently from how it will be
visualized and with which graphical solution. This way of designing should
separate the designer contribution from that ofthe experts of graphic or visual
communication.
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On the other hand, we do not explicitly take into consideration temporal,
spatial, and graphical aspects. For this reason both a textand a video are simple
contentunits; events through text can be only read, while the video can be played,
stopped, zoomed, etc.; that is, the user can have further interactions with it.
Moreover,ifapiece of contentis delivered as simple HTML or as amore complex
flash file, it does not matter because it is often a piece of context. We decided to
neglect these aspects for having a lighter model and because of the richness of
multimediakinds of contents and the various way of rendering the same content
using different graphical solutions. Anyway, we let the designer specify some
temporal, spatial, and graphical aspects in an informal manner, using the comment
property we added to each model primitive.

Based on the former considerations, our conceptual pages model describes
the organization of information content ofa hypermedia application into pages in
terms ofthe following:

. itidentifies the basic elements for presentation, i.e., publishing units,
*  itorganizesthem intosectionsand pages,and
*  itorganizesthe navigation withinand across pages.

Inthe next sections the model primitives will be described in terms of their
properties, a possible notation, and their usage. A number of examples will be
shown so the reader can make himself familiar with the concepts we present and
better understand both their meaning and their usage. Regarding the notation we
adopted for the model, some considerations could be done. Once the semantic and
properties of each primitive have been defined, whichevernotation could be used,
depending on who will use this notation for making the application design and who
willbe thereader of the diagrams and so forth. Moreover, using a graphical notation
ornot, whichimplies making sometimes an excessive number of pictures, can be
influenced by the availability ofatool supporting the design phases. Inour case we
chose an UML-like notation that means anotation based on UML, conveniently
customised and adapted. The reasons for this choice can be found in the spread of
UML inthis field. More precisely, we made an UML-profile, but its definition is not
included inthis chapter.

Publishing Unit Type, Single Publishing Unit

A publishing unitis the atomic element within the page structure. Itisaset of
information content shown to the user as presentation unit. All the contents ofa
publishing unit should be perceived by the user as a “consistent” portion of
information (inamultimediameaning) on the page.
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Referringtoanavigationalmodel, a publishing unit can be defined using one
ofthe following methods:

1. Wederivethe publishingunit froma whole node defined in the navigation
model (according to the widespread Web application models, anode defines
the elementary granules of information from/to which auser cannavigate);
the content ofthe node is “presented” to the user in one unit. This unit may
inheritlinks and navigation features from the node from whichitis derived.

2. Wederivethepublishingunit fromapartofanode, defined in the navigation
model; the content of the node can be “presented” to the user in more units
organized inapublishing cluster (discussed later in this chapter). These units
may inherit links and navigation features from the node from which they are
derived, butthey alsomay have pure links (discussed later in this chapter) that
make the navigation across them possible.

3. Thepublishingunitdoesnotderive fromanynode. Inthis case, itrepresents
aspecial element of the page, such as site “logo” or copyright information.

The way we derive a publishing unit fromanode or we pick up the information
from a data base (or an other information model) is defined by a mapping rule.
A publishingunitis described by the following properties:

Name

It univocally identifies the publishing unit in the Publishing Model. In a
publishing cluster and/or in a page section, different publishing units must have
differentnames. Iftwo publishing units have the same name, then the two units will
be the same.

Graphics
Itspecifies the graphical properties of the publishing unit. A comment, and
eventually sketches, candescribe it.

Content

»  Itcanspecify the way through which the contentofa publishing unitis derived
fromanode or picked up from a database or an information model (mapping
rule).

+  Itcanbeadescription ofapure publishing content, meaning akind of content
thatdoes not derive from any information source, for example alogo ofthe
society.

*  Nothing. Some publishing units may nothave content associated with them
because they only actas link placeholders.
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Based onthekind ofinformation thatthe publishing unitmodels, we can have:

e Publishing Unit Type: it describes the common structure, properties, and
features ofa class of units; itis derived from anode type.

*  Single Publishing Unit: it describes the structure, the properties, and the
features of anindividual unit. A single publishingunitis derived fromasingle
node oritisnotderived from any node; in the last case, itrepresents special
content (logo, copyright information and so forth, or an index of high level
collections).

InFigure 4 the publishing units contained in a page of our example site are
shown.

Forspecifying the properties of the publishing units in the design document, the
referto the graphical setin Figure 5.

Foreachpublishingunit, atable, shown in Figure 6, is used for specifying all
the properties.

Publishing Cluster Type, Single Publishing Cluster

The publishing cluster represents the way to put together the information and
thenavigational features performed by auser during atask. It groups publishingunits
and links. Therelationship betweena publishing cluster andits publishing units isan
aggregation. The designer hasto definenavigation across the publishing units within

Figure 4. Publishing Units in Meltin Pot’s Page
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Note: 1,2 and 5 are single publishing units, while 3, 4 and 6 are publishing unit types.
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Figure 5. Graphical Notation Used for Specifying the Single Publishing Unit
and the Publishing Unit Type Primitives

m Single Publishing Unit Publishing Unit Type
Name Name

the publishing cluster, and among publishing units belonging to different publishing
clusters. Examples of publishing units belonging to the same publishing cluster could
beapublishingunitrepresentingapictures index ofa painterand aset of publishing
units representing the pictures the shopping bag and its items, and so forth.
Through the publishing cluster, we perform the above-mentioned separation
between contents and their visualisation aspects. For each publishing cluster of the
section, we separately specify the contents, in terms of publishing units, and the
possible visualisation configurations, in terms of subsets of the formerly defined
publishing units. Forunderstanding this key concept of the model, letus show an
example. Consider the main section ofthe page of a product that includes only a
publishing cluster (that can be omitted because of being the only one). Let us
suppose thatin this application the productis described by a general description and
atechnical description, and the designer decided to show these two parts ofthe
overall productdescription one atatime. Conceptually we have only one page for
aproduct with two publishing units (one for each product description) thatis the
content,but with two visualisation configurations— one with the publishing unit
containing the general description, and the other one with the publishing unit
containing the technical description. This second partrepresents the visualisation

Figure 6. Graphical Notation Used for Specifying the Properties of the Single
Publishing Unit and Publishing Unit Type Primitives

Publishing Unit Type (or single) Description

Name Publishing Unit

Graphics
Graphical details description (Informal).

Content
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aspects ofapage. Torealise the advantages of the separation ofthese aspects, let

ustake into consideration the same page with the same content, but with a different

visualisation strategy. Letus suppose that the designer wants to limit the overall
number of application pages— for example, forreducing the number of the overall
navigational clicks by the user. A suitable solution fulfilling the designer’s goal is to
have only a visualisation configuration containing both of the publishing units. This
simple example shows as itis possible to specify several visualisation solutions
starting from the same page’s contents.

A publishing clusteris descried by the following properties:

e Name: Itunivocallyidentifies the publishing cluster in the Publishing Model.
Itisusually the name ofthe navigation element from which the publishing
clusterisderived. Ina Publishing Model, different clusters musthave different
names. [ftwo clusters have the same name, then the two clusters will be the
same.

*  Content: It is specified in terms of the publishing units belonging to the
publishingcluster.

*  Visualisation Configurations: They specify the possible visualisation
configurations of the publishing cluster. Each visualisation configuration is
composed of asubset of the publishing units defining the publishing cluster
content. Optionally, an order can be assigned to the publishing units withina
visualisation configuration to show the importance rank in visualising them.
Moreover, adefault visualisation configuration has to be defined.

Based onthekind of publishing units belonging to the publishing cluster, we can
have:
e Publishing Cluster Type: ithas atleasta publishing unittype.
*  Single Publishing Cluster: ithas only single publishing units.

InFigure 7, two publishing cluster types are shown. The first publishing cluster
corresponds to the user task “to explore the collection,” while the second one
corresponds to the user task “to look at the details of a particular article.”

Forspecifying the properties of the publishing cluster in the design document,
the graphical setin Figure 8 is associated to the section.

Forspecifyingthe contentinterms of publishingunits, we puttwo possibilities
atthe designer’s disposal. He can use an aggregation relationship between the
publishing clusterandits publishingunitsina graphical way, or specify the publishing
units in the associated table as shown in Figure 9. The same notation can be used
forboth publishing cluster types and single publishing clusters.

Any additional comments can be added based on the designer’s preferences.
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Figure 7. Publishing Clusters in Meltin Pot’s Page

Section Type, Single Section

A sectionisagrouping of content, semantically correlated. Itis defined in order
toprovide the pages of the application with a better organization. A section puts
together publishing clusters thatare semantically correlated. Whenauser goes from
one cluster to another within the same section, he does not change his task, buthe
is changing context performing the same task.

A sectionis described by the following properties:

e Name: [tunivocallyidentifies the sectioninthe overall publishingmodel ofthe
application.

e Graphics: Itspecifies the graphical properties ofthe publishing section. Itcan
beeither described by acommentand eventually sketches or omitted because
recursively defined by the graphical properties of the single publishing unit
belongingto.

*  Content: Itspecifies the contentassociated with the section. This content is
expressed in terms of Publishing Cluster Types and/or Single Publishing
Clusters.

Figure 8. Graphical Notation Used for Specifying the Publishing Cluster
Type and the Single Publishing Cluster Primitives

. e

Single Publishing Publishing Cluster
Cluster Name Type Name
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Figure 9. Graphical Notation Used for Specifying the Properties of the Single
Publishing Cluster and Publishing Cluster Type Primitives

Publishing Cluster Type (or single) Description

T Heme Pubiishing Chuster nome
Hvuiianing Guster

Type Marme Giraphacs
Graphical delsis description fInformal)

(f Content (Optional)

Fubkshing Unk name 1
| | Fublshing Unit name 2

& single Pubishing Unit [ Publishing Unit Type Publshing Unit nams n
Namel NameZ

Visualisation Configuration

Configurstion 1: Publizhing Unk name_1, Pubiehing U nit name_3.
ConAguration 2: Publishing Unt name_x, Publishing Unt name_y,

Based on the kind of publishing units belonging to the page section, we can
have:
e PageSection Type: ithasatleast one publishing unit type.
*  Single Page Section: ithas only single publishing units.

InFigure 10, we show apage of our example application where there are three
sections, two of which are Single Sections (Sections 1 and 2) while the third one,
the main section, isa Section Type (Section 3). In this page each section has only
one visualisation configuration, therefore section configurations donothavetobe
described.

Forspecifying the properties of the section in the design document, referto the
graphical setinFigure 11.

Figure 10. Page Sections in Meltin Pot’s Page
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Figure 11. Graphical Notation Used for Specifying the Section Type and the
Single Section Primitives

(7

Single Section Name Section Type Name

For specifying the content in terms of publishing clusters, we put two
possibilities at the designer’s disposal. He can use an aggregation relationship
between the section and its publishing clusters in a graphical way or specify the
publishing clusters inthe associated table as shown in Figure 12. The samenotation
canbeused forboth Section Types and Single Sections. Ifthe section contains only
aPublishing Cluster, in the graphical representation, the publishing units of this
cluster can be directly associated to the section.

Page Type, Single Page

A pagerepresents whatthe user sees inabrowser window. Itis quite arduous
definingprecisely whatapageis fromthe user’s pointof view. In particular, itcould
create confusion about what changing page means. To avoid possible confusion we
use asemantic definition ofapage. We assign a page to each semantic element of
theapplication. We picked up these elements from the Information Model, meaning
the following:

*  Entity:isa“virtual object” of interest for the user. Anentity, in general, makes
more sense forthereaderifitcan be related to an object of the “real world.”
Theentity “Raffaello,” forexample, is immediately understood as associated
with a famous painter.

*  Semantic Association: connects two different objects in the sense that it
creates the “infrastructure” for a possible navigation pathand ithas asemantic

Figure 12. Graphical Notation Used for Specifying the Properties of the
Single Section and Section Type Primitives

Section Tvpe (or sinale) Description

Section Type Name Name Sectlon name
Graphics

Graphical detais description (Infrmal)

| Content (Optional)
= Publshing Cluster name_1
Single Publizhing B”Pubﬂmngtlumr - = "
Cluster Name? Type Name? Publishing Cluster name_2

Publishing Cluster neme_n
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associated to it. The Semantic Association between Smith (an Author)and
P121,P128 (papers) has asemantic meaning (authorship) and also provides
a(possible)navigation path.

*  Collection: is the basic element for building an access schema to the
application contents. A collection, very shortly, is an organized set of objects,
called members. A collection is created in order to assemble all the objects
that, under certain circumstances, can be interesting for the user.

InFigure 13 we show two pages from our example application. The page on
the leftis foradressarticle, while the other one is for the cloth choice.

The semantic definition of the Web page we have done appears independent
fromthe device through which the application will be delivered. From the structural
pointofview, apageis a grouping of different sections whose contents could not
be correlated semantically. The same sections may be used in more than one page.
Generally, apageis composed by amain section dealing with the semantic element
that gaverise to the page, and anumber of secondary sections that allow the user
to change the focus element. The different sections belonging to a page are very
often completely unrelated from each other. Within a page, for example, may
coexistasection showinga general menu (that never changes), asection showing
specific objects, and a section listing auxiliary services. The three sections donot
relate to each other, but for the fact that they are offered in the same page.

A pageisdescribed by the following properties:

e Name: Itunivocally identifies the page in the overall publishing model of the
application.

e Graphics: Itinformally specifies the graphical properties of the page type. It
can be either described by a comment or a sketch, or omitted because
recursively defined by the graphical properties of the section types.

*  Content: Itspecifies the content associated with the page. This content is
expressed in terms of Publishing Section Types and/or Single Publishing
Sections.

Figure 13. Page Examples from the Meltin Pot’s Application
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*  Main Topic Section: Itindicates the section containing the most important
elementofthe page.

A page can be either a Single Page or a Page Type.

*  PageType:itrepresentsasetofpages thatshare some common properties.
It defines a “category” of pages that a user can find in the application
associated to the same conceptual element type.

*  Single Page: it represents a specific page of the application that does not
shareits property with any other pages. Typical examples of this kind of page
are the Home page, the Presentation page, etc.

Forspecifying the properties ofthe Page in the design document, the graphical
setin Figure 14 isused.

Forspecifying the content in terms of sections, we put two possibilities atthe
designer’s disposal. He canuse an aggregation relationship between the page and
itssectionsinagraphical way or specify the sections in the associated table as shown
inFigure 15. The same notation can be used for both page types and single pages.
Inthe following figures both the generic notation and itsusage for specifying the page
ofthe dress article are shown for a better understanding of the notation usage.

Foreach page (both single page and page type), atable is associated in order
to describe therest of'its properties.

Any additional comments can be added based on the designer’s preferences.

Depending on the designer’s preferences, a layout sketch can be associated
to the page. This sketch should express the designer’s ideas about the section
position within the page. Based on the former example (article page) a possible
layout sketch may be whatis illustrated in Figure 17.

Publishing Link

Inordertomodel navigation atthe publishing level, we redefine the notion of
link inmore general terms to denote a general user’s interaction on a page. Most
interactions are induced and constrained by the navigation design upon which

Figure 14. Graphical Notation Used for Specifying Page Type and Single
Page Primitives

&0 o

Page Type Name Single Page Name
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Figure 15. Graphical Representation of a Page and its Sections: General
Definition and Usage

Page Type Name ﬂ Taticle
| [
[ m} [u] O
Single Section NameT Section Type Name? Multimedia Controls General Navigation Article

publishing designis built, but we also allow designers to introduce new interactions
atthislevel for efficiency orusability reasons.

If the designer is using the model below a navigational model, we may
distinguish between two kinds of links: derived link ifitderives fromalink defined
inthenavigationmodel, or pure linkifitisnotderived fromany link. The pure links

Figure 16. Graphical Table Associated to a Page: General Definition and
Usage

Padae Tvpe (or sinale) Description

Name Page name

Graphics
Graphical details description (Informal},

Content (Optional)

Section name_1
Section name_2

Sedion name_n
Main Topic

Section name

Page Type Description

Hame Article

Graphics

The page should be suitable for a 800 x 600 display mode. The main
secion...........

Content

Article

Wultim edia Controls
General Mavigation
Main Topic

Article
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Figure 17. Layout Sketch for the Product Page

al
Article
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Multimedia Controls
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areintroduced in the presentation to add further navigation possibilities, allowing

movement of the focus of the page on a particular unit or to navigate towards a

particularpage.

The source ofapublishing link is always either a publishing unittype orasingle
publishingunit; the kind of the target ofa publishing link depends on the kind of the
link.

Thenavigation dynamics, in presentation, lead to the following kinds of Tinks:
1.  FocusLink: afocuslink allows movement of the focus of the page froma

publishingunit (or publishing cluster) to another one maintaining the current
content ofthe page atthe same time. Following this kind of link, we navigate
withinthe same page instance. The target of this kind of link can be one of the
followingpublishing elements: publishingunit(single, type), publishing cluster
(single, type), or page section (single, type).

2. Intra-Page Link: anintra-page link allows navigating across the instances
ofthe same page type. Following this kind of link results in the change of the
page content, butnot the change of the page structure. This link may or may
notinvolve a focus change. The target of this kind of link can be one ofthe
followingpublishing elements: publishingunit(single, type), publishing cluster
(single, type), or page section (single, type).

3. PageLink:apagelink allows navigation across the instances of different
pagetypes. Following thiskind of link results in the change ofthe page content
and structure. The target of this kind of link can be one of the following
publishing elements: single page or page type.

In this case, the focus may sometimes (but rarely) change determining an
automatic page scroll on the screen.
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A publishinglink is described by the following properties:

e Name: Itunivocallyidentifies thelink in the Publishing Model. Itisusually the
name oftherelationship from which the link isderived. Given two publishing
elements, ifthere are more links between them, each link must have its own
name, different from the name of other links.

e LinkPlaceholder: It describes the placeholder of the link, that is, the point
onthe page where the user should “click” to follow the link. Examples could
be: the name of the link label, the rule which the label is caught from the
application data, some presentation aspects such as button, underlined
writing, etc.

*  Population Criteria: It specifies the population rule used to define the
contentofthetarget, e.g., the publishing unit type (or single publishing unit)
contentbelonging to the target. Ifthe conceptual page model has been made
below anavigational model, itcould easily specify the target contentin terms
ofnode. Moreoveritspecifies the visualisation configuration ifthe clusters of
the destination page have more than one.

e (Optional) Focus: Itspecifiesifthe link involves a focus moving.

e (Optional) Navigation Pattern: Itmodelsthe meaning of instantiatingalink,
sinceitconcisely

InFigure 18, some link placeholders ofthe central section of the example page
are shown.

Forspecifying the properties of the page in the design document, the graphical
setin Figure 19is shown.

Eachlinkislinked toapublishingunitas shown in Figure 20, and is described
by agraphical table, as shown nextto the figure.

FUTURE WORK

The model will be completed at the end of this year. Now we are developing
aspecificapplicationinabank environment, both to verify the whole W2000 model
and to open the issues needed to adapt the model from the developer’s point of
view.

Thenextstep will bethe developmentofanavigation engine independent from
aspecificapplication domain, similar to the former engine named JWEB that was
described in the above sections.

At the same time we are working on the definition of a suite of metrics to
estimate the effortneeded to develop a Web application. Currently we have this
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Figure 18. Some Link Placeholders
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Figure 19. Graphical Notation Used for Specifying the Focus Link, Intra-

Page Link and Page Link Primitives

o = Focus Link
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[ = Fage Link

Figure 20. Graphical Notation Used for Attaching a Link to a Publishing

Unit and for Describing the Link’s Properties
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suite based on the methodology of W2000 and we are working to generalize this
suite to estimate the effort to develop a Web application independently from the
W2000 model.

CONCLUSIONS

Whenthisresearch projectis completed, we willhave acomplete environment
to develop Web application using a structured approach similar to whathappens
forthetraditional applications.

Our suite will supply the developers with a complete design methodology, a
way to estimate the effort (and the cost) in the early design phase, and aset oftools
thatwillaid the developers intheirwork. Inaddition, they will have alsoanavigation
engine, which represents a significant part of the whole effort.
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Chapter XIII

LEZI: A Video Based Tool
for Distance Learning

Mario A. Bochicchio
University of Lecce, Italy

Nicola Fiore
University of Lecce, Italy

ABSTRACT

In this chapter we present LEZI, an experimental software tool oriented to the
production of indexed videos enriched with hypertextual and multimedia
elements for distance learning applications.

LEZIis based on the assumption that in particular types of educational
hypermedia productions, the quality of educational content may easily
compensate for a user interface limited to the essentials or a reduced set of
multimedia features. Production of this kind of hypermedia application can
be high quality, even with short production cycles at very low cost.

The purpose of the chapter is to show how a traditional lesson or a
conference can be effectively transformed into apowerful multimedia product
based on a very simple and regular structure.
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INTRODUCTION

Modern hypermediaapplications are complex to conceive, and expensive to
produce in terms of content and design (Bochicchio, Paiano & Paolini, 1999a;
Bochicchio & Paolini, 1998). Attempting to reduce costs or to shorten production
time may easily result in poor-quality products (Garzotto, Mainetti & Paolini,
1995).

Nevertheless, we are convinced that in some specific niches, good-quality
multimedia contents can be easily created and transformed into video-based e-
learning applications—inashorttime and atalow cost.

Goodteachers obtain and hold the attention of their students by speaking, by
using images and slides, by showing objects, by writing on the blackboard, by using
gestures, and so on. Therefore, good teachers can easily create good-quality
content that can be video-recorded and used to produce hypermedia applications
and to publish their work on CD/DVD or on the Web.

However, itis well known thatlong video sequences (e.g., one hour or more)
are notcompelling and notinteractive. Moreover, usual linear cursors and VTR-
like controls, asshownin Figure 1, are ineffective fornavigating video sequences
longer than a few minutes.

The idea discussed in the rest of the chapter is that, just as a book needs a
hierarchical index to allow the reader to find a specific topic without reading the
wholetext, a video lesson needs ahierarchical index to enable the students to find
eachtopicthey are interested in without looking at the whole video.

Various commercial tools suitable to help teachers create indexed videos are
analyzed in the in this chapter before introducing LEZI, an experimental tool
oriented tothe production ofhierarchical indexes forlong video sequences enriched
withhypertextsand othermultimedia elements (referred to hereafteras hypervideos).

The structure of the chapteris as follows: inthe Background section, we define
the position of our work inrelation to the literature and the existing products. Further
sections deal with the requirements, the conceptual modeling and the main
implementation issues of the proposed tool. A description of the main features of

Figure 1. A Typical Linear Cursor to Navigate Video Sequences
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Figure 2. Video Sequence with Hierarchical Index
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thetoolis givenin The LEZIII Prototype section, while two full-working examples
ofhypervideos, developed forreal university classes, are givenin the Applications
section. Finally, we present our conclusions and we discuss future developments.

BACKGROUND

Inrecentyears, international workgroups have defined standards (e.g., SMIL
(SMIL, n.d.), HTML+Time, etc.) and developed tools to design, model, and
produce interactive hypermedia applications, based on multimedia objects with
temporal synchronization requirements (i.e., animation, video, etc. ).

In our opinion, these tools, well defined from the theoretical pointof view and
very effective interms ofresults, are often complex and unsuitable for people with
low technical aptitude. Simplicity and user-friendliness are fundamental in the
environment of teaching in order to enable teachers and scientists to publish
educational material with limited economicresources and without specific technical
skills.

Aninteresting example is GRINS (GRiNS, n.d.), an authoring product for
creating and executing hypermedia SMIL documents. In general, GRINS needs a
great amount of detailed information on the space-temporal aspects of the
presentation; this increases the versatility and the flexibility of the tool, butrequires
technical skills and implementation abilities that the non-specialistmay nothave.

MTEACH (Montessoro & Caschi, 1999)is based on a different approach:
itisan authoring methodology supported by a language and a compiler, which
allows the authors of educational hypermedia products to work at high level.
MTEACH aims to simplify the design and the development phases of educational
applications by adopting predefined application templates. Nevertheless, itdoes
not cover anumber of interesting “authoring situations,” as defined in the next
section of the paper.

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



LEZI 259

Figure 3. Video Madeus Execution View
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The Video Madeus authoring tool (Roisin, Tran-Thuong & Villard, 2000) is
based onamodel for the description ofaudio-visual information as shownin Figure
3.

Video Madeus focuses on the interaction of video elements (character, slot,
scene, etc.) with other elements (text, sound, etc.) inamultimedia document. Figure
4 shows the timeline view, making it possible to visualise the structure and the
temporal placement of media objects. In this window the author can modify the
temporal placement of media objects directly. Whenever an act of editing is
performed, the system ensures the continuous maintenance of all relations. The
Video Madeus approach may be seen as data-drivenrather than user-centered.

Real Presenter (RealPresenterPlus,2001) is acommercial product, recently
introduced by the well known RealNetwork company.

Figure 4. Video Madeus Timeline View
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Figure 5. An Application Created with Real Presenter
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Itis an authoring environment based on the RealOne platform for creating
Web-based presentations. Itenables the user to synchronize audio and video with
PowerPoint presentations, and to deliver them over the Internet or in a corporate
intranet (Figure 5).

With this tool the author ofa PowerPoint presentation can produce a Web-
based video without worrying about the constraints of time, distance, or size.
Examples ofusers include teachers and professors, doctors demonstrating proce-
dures, sales professionals, and corporate trainers.

Real Presenter approaches the ideal of ““very easy content production,” but it
is limited to PowerPoint presentations, without considering thatteachers, during
their lesson, also need to use other resources (blackboards, gestures, etc.).

Figure 6. PowerPoint Presentation Structure
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Figure 7. PowerPoint Presentation on the Web

Des i\ | e autn1 1t box ol barra_filen OBV - Mics o [=[)F-7]
R - -

Sipdere » - D A D] Doen Ehden Bowekos | D G- H A

Bradeizzo [ ] - om et ared Sotirep g secre Dummnt iy Broade s ieris kel barza_MlerdOsvd M =] s | Colegamact

Da analisi effethuxte presso varl Comunl Sono stab evidenziat una
s#rie di problami cannessi con la gestians del st

] + S ricmtn ameri o disa B
+ 1 dars vecntes bt AaT'
P d | + 1 prwwasient da, Enal.
CIZTMEEES T
+ rum parte i dubifs
Wow | -
:Windows
Meia Techrokogies.
Titodo:
Servizi locall bozza
Ralatore:
salvatore
] e azione compitata I e e ot

Also, thelatest version of MS PowerPointis able to publish its presentations
on the Web as shown in Figure 7.
When a presentation is published on the Web or saved as a Web page, it
automatically includes the following (Figure 6):
1.  Anavigationframe, containing the index ofthe slides
2.  Aslideframe
3. Abutton for showing or hiding the outline of the presentation
4.  Abutton for showing or hiding the notes pane
5. Afull-screenviewingoption, which hides the browser controls and is similar
to “slide show view” in Microsoft PowerPoint

This productalso approaches theideal of ““very easy content production,” but
like the Real Presenter, itis limited to PowerPoint presentations. The navigation
frameis very simple, butitdoes not describe the structure of the lesson at various
levels of detail.

Microsoft Producer for PowerPoint version 2002 is an add-on tool to
PowerPoint in Office XP, as shown in Figure 8. Built using Windows Media
Technologies (Windows Media Technologies, 2002), itis designed to address the
growing need among businesses and organizations using streaming media for easy
ways to create dynamic internal and external streaming media communications.

Byusingthe “Producer’s Synchronize Wizard” as shown in Figure 9, users can
synchronize the images, slides,and HTML pages thatare displayed with the video
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Figure 8. Microsoft Producer
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and audio tracks. This is an especially powerful feature when synchronizing
presenters’ video and audio with the slides, images, and HTML pages they are
referring to. Synchronization cantake place during audio and video capture, or after
video,audio and slides have been imported or captured into the project. Producer
will automatically make adjustments in the timeline to ensure that the timing of all
mediais coordinated.

Producerautomatically generates a TOC from the slide titles and image file
names, making iteasy forusers tojump to different places in the presentation. The
TOC entries can also be edited after they have been generated viathe TOC tab by
the presentation author. Itis very simple to use; however, itis impossible to create
structured indexes for long presentations.

Inouropinion, each one ofthese tools tackles different aspects of the problem.
An accurate analysis of both research and commercial tools has enabled us to

Figure 9. Synchronizing Audio, Video and Slides in Microsoft Producer
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Figure 10. A Presentation Made with Microsoft Producer

extrapolate the essential requirements (discussed in the next section) of a good
developmentenvironmentbased on indexed video.

Starting from these requirements, a LEZI prototype was developed, and a
number of real lessons were produced and tested (Bochicchio, Paiano, Paolini,
Andreassi & Montanaro, 2000). A project foramore complete prototype, called
LEZIII, was then started at the SET-Lab of the University of Lecce, as partofa
largeresearch project focusing on the development of innovative educational tools
andapplications. The project comes atamoment of growing interestin educational
video production in general, and WebTV in particular (Handler, Benavides,
Morgan & Houghton, 2001; Abeshaus & Dickinson,2001; Hochman & Marshall,
2001).

The firstcomplete version of LEZI I, released in July 2001, performs very well
interms of ease of use, effectiveness, production costs and operating speed.

REQUIREMENTS

The fundamental requirement, for LEZI, is very high ease of use, so thatitcan
be truly accessible even to users with very basic computer knowledge. This is
essential formany scientists orteachers who have, in contrast, great communicative
skills and could easily give high-quality conferences and lessons.

Anevenmore importantrequirementistokeep productiontimes down (ideally
to about one hour of work, or less, for each hour oflesson). In some cases (e.g.,
conferences or special events) it may be important to apply this constraintup tothe
“real time production” limit (i.e., the indexed hypervideo of the event should be
available on CD/DVD, and on-line, by the end of the event itself).

A third very importantrequirementis the ability to effectively support the most
common “authoringsituations,” listed:
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»  ateacherpresentshisorherlessoninaclassroom, possibly withablackboard
orslides

» ateacherpresentshisorherlesson outside the classroom, ifthis is appropriate
for the topic concerned. Forexample, alesson on archeology could be much
more interesting ifitis performed atanarcheological dig

*  ateacher uses gestures to “animate” some concept expressed by “static
schema” (typically aslide), so that students need to simultaneously view the
two different information sources (the teacher and the schema)

» ateacheruseshis PCtoexplainhow to useaspecific computer program. The
attention focus is on the display of the PC, on the voice of the teacher and,
optionally, onablackboard

«  ateacheruseshis PCtomakeaPowerPoint presentation. The attention focus
is on the display of the PC and on the voice of the teacher.

The fourth requirementrelates to finding the various topics and subtopics in the
lesson. The user, in fact, needs a fast and effective way to find out the contents of
the video lesson, so they can easily find and reach the subjects of interest without
wasting time on uninteresting or already-known video sequences.

We maintain that the most common video players (Real Player, Microsoft
Media Player and Quick Time player) in general do not offer an adequate solution
to this problem. Indeed:

» theyusealinear cursor to move forwards and backwards in the video. This
systemisusable and effective when the video duration does notexceed a few
minutes. Very poorresults are achieved, however, when the same system s
applied to longer videos, such as awhole lesson (one hour or more)

+  theydonotprovideasimplesystem for “describing” the overall structure of
the lesson at various granularity levels, or for using this description to
“navigate” withinthe lesson

« they are very slow to restart, while operating in streaming mode on the
Internet, when the cursoris moved. It can be very frustrating to find on-line
aspecific subjectin long video sequences.

The fifthrequirement concerns the technical skills needed in the authoring
phase; itis well known, for example, thata few hours of lesson can produce a very
large amount of digital content (video, texts, audio, photos, etc.), which can be
difficultto manage. This kind of problem requires a high-level authoring tool to
simplify all technical tasks and to fully supportteachers or lecturers, whatever
technical knowledge they may have.
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Anadditional requirement concerns the possibility of linking suitable com-
ments, bibliographic references, and other teaching materials to the indexed
hypervideo. The mostcommon digital document formats (PDF, HTML, PPT,...)
should be supported.

CONCEPTUAL MODELING

The W2000 (Baresietal.,2001) methodology has been adopted torefine the
informal description presented so far, to obtain a suitable conceptual model for
LEZIII, and to derive from it the current LEZI I prototype.

W2000 is a user-centered methodology for conceiving and defining, ata
conceptual level, hypermedia applications. It organizes the overall development
process into anumber of interdependent tasks. Each activity produces amodel
(UML uses the term “model”’ to identify aset of related diagrams), which describes
some aspects of the hypermedia application, and is composed of aset of extended
UML diagrams. The idea underlying W2000 is a requirements-driven, user-
focused approachto design. Itis crucial to start the design activity by considering
requirements, and by setting user satisfaction as the crucial objective tobe achieved
(Finkelsteinetal.,2001). In order to define requirements we need to identify the
stakeholders (anyone having an interest in the application) and the goals (i.e.,
objectives that the application must satisfy in the stakeholder desires) and situa-
tions of use.

W2000 assumes that a hypermedia application must/can be seen at three
differentlevels ofabstraction:

e Informationlevel: atthis level, we describe only and all data the application
will deal with. Thislevel isbased on the HDM2000 (Garzottoetal., 1991)
modeling language. Inanutshell,the HDM methodology requires thatafterthe
requirements analysis, aschemaofthe applicationis defined. The schemais
organized into two different parts: the hyperbase schema describes the basic
navigational capabilities offered by the application, whilethe access schema
describes the organization of the access structures (collections inthe HDM
terminology). A hyperbase schemais organized into entity types, defining the
structure of the objects managed by the application, and link types, defining
the basic navigation capabilities. Anaccess schema, onthe otherhand, defines
the basic indexes (possibly hierarchically organized), guided tours, etc., that
allow the user to start browsing within the application. Both for the hyperbase
schemaandtheaccess schemathere is asharp distinction between design in-
the-large, where the general features of the design are defined, and design in-
the-small, where the details are provided.
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*  Navigationlevel: at this level, we introduce navigation. This means that we
should be able to reconcile entities, components, semantic associations, and
collections interms of nodes, links, and clusters. Entities and components
should berefactored freely. Needless to say, atool could suggestapredefined
rule; forexample, all leaf components become nodes.

*  Presentationlevel: atthis level, nodes, links and clusters become pages,
sections and links between pages (sections). [t seems that different navigation
models canberendered using different presentations. Itisnotonly a problem
ofthe device used to view the pages, butalso a choice of interaction paradigm
and page structure.

Following the W2000 approach, a number of LEZI II variants have been
identified; consequently, LEZI IT has been classified as an application family
(Bochicchio, Paiano & Paolini, 1999b).

Inbrief, for the main prototype we have identified the followingroles:

*  Author: manages his public or private lessons and related students; an
example of an author might be a university teacher who publishes his or her
courses on the Web; he or she can decide if the lessons are to be seen only
by students of the class orifaccess s free.

*  Registered Student: attends public or private lessons; can perform second-
level authoring (co-authoring) operations (Garzottoetal., 1995). Aregistered
student can customize the index ofalesson’s topics to better study the topic
and he can link suitable comments or bibliographic references.

*  Unregistered Student: can only attend public lessons.

*  LEZIManager: manages the system.

It should be observed that the users of the LEZI II system are not rigidly
associated withasinglerole. A registered student ofa given lesson, for example,
couldbeatthe same time the author ofadifferentlesson. Specifyingroles is the best
way to make user profiles explicit and to avoid duplicating functionalities and
navigation paths forall users.

In Figure 11 the hyperbase diagram of LEZI II is outlined in terms of
HDM2000 primitives (Garzotto, Mainetti & Paolini, 1993a, 1993b; Garzotto,
Paolini & Schwabe, 1993).

The hyperbase schema is adopted to specify:

» theinformationstructures needed by the various classes ofusers (information
design)

+ thenavigation pathsthatallow users to find the piece of information suitable
fortheirtask (semantic navigation design)
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Figure 11. LEZI II: Hyperbase in the Large
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InFigure 12 we show the main functional use-case diagrams, inwhich the main
functionalities are associated with the previously identified roles.

THE LEZI 11 PROTOTYPE

A prototype ofthe described application wasreleased in July 2001 atthe SET-
Labofthe University of Lecce (http://mb.unile.it/Lezi).

Referringto the fourthrequirement specified in Section 3, the access structure
hasbeen implemented as atree, organized into topics and subtopics nodes. Each
topic node corresponds to the sequence of the videos associated with its subtopics,
and theroot corresponds to the entire lesson. No more than four subtopic levels are
allowed, and each leaf ofthe tree corresponds to two to five minutes of video. Each
node (both topic and subtopic) of the tree contains a short textual description of the
video associated to that node and the indication of its duration. This short
descriptionis very effective for finding the interesting topics and skipping the
uninteresting (or the already-familiar) ones.

The tree-index acts as a hierarchical table of contents (TOC). It can be
generated:

*  manually, by marking the startand the end of each subtopic on the video in
correspondence to atimeline measured during the lesson
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Figure 12. W2000 Functional Use-Case Diagram of LEZI 11
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Multiple tree-indexes can be created fora given lesson, so thatthe same lesson
can be easily readapted for different purposes and different users. Multiple tree-
indexes can also be created by students for their own purposes, or to share with
other students.

The prototype has two distinct parts: the authoring part, suitable for creating
anew LEZIlesson, and the fruition part (“lesson player” hereafter), which maybe
used to navigate among existing lessons and to select and play the desired one.
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Two versions of the prototype have been produced, with the same functions,
for both on-line and disk-based operation. The disk-based version s suitable for
creating and/orusing stand-alone LEZI lessons, especially CD/DVD production,
while the on-line version allows remote users on the Internet to create and/or play
LEZIlessons. Atany timeitis possible to port stand-alone lessons to the Internet
and vice versa.

Fromthetechnical point of view, the on-line LEZI environment requires, for
the lesson server, a networked workstation equipped with RealServer (for the
video streaming) and Internet Information Server, while the on-line LEZI client,
suitable for both authoring and fruition, can be executed in any browser supporting
JavaScriptand equipped with the Real Video plug-in. The disk-based version of the
LEZIenvironment (both the authoring tool and the lesson player) is a standard
MSWindows application including all necessary software components.

Differentuser interface styles (multi-skin), and a customizable set of interface
objects (background, buttons, colors, fonts, etc.) are supported to better adapt
each LEZI I 1essonto the expected audience.

From the implementation point of view the on-line versionis based on the MS-
asp object model for server-side scripting and on JavaScript and DHTML to
implement the visual interface for the client. A SMIL program (SMIL, n.d.) has
beenusedto correctly synchronize the tree-index with the video streams; for the
same purpose the JMF (JMF, n.d.) performed much worse in terms of speed and
reliability. The logical structureis shown in Figure 13.

In comparison with the MS-ASF format, and the related set oftools for video
production and streaming, the Real Video format was morereliable and performed

Figure 13. LEZI: Logical Structure
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Figure 14. Recording System

better. Inparticular, with Real Video it was very simple and effective in producing
videoclips formultiple bandwidth targets, and able to automatically switch to lower/
higher bit-rates according to network conditions.

The first step in creating a lesson with the LEZI prototype is to produce the
movieinReal-Video format.

The lesson can be recorded on a PC or on a notebook equipped with
RealProducer by means ofa video-camera and an USB video-converter (Figure
14).

For pre-recorded videos on videotape, or for live videos coming from other
devices (satellite, decoder, etc.) the same system may be used; if they are already
indigital format they will have to be converted into a RealProducer-compliant
formatbefore producingand usingitin LEZIII.

Further steps to produce the lesson with LEZI I, are:

+  Attheendoftherecordingsession, atreeindex is created. Tento 30 minutes
are sufficient, in general, for each hour oflesson

*  Teachingmaterials (ifavailable as digital documents) and bibliographical
references are added to the indexed video. Multiple document formats (doc,
pdf, ppt,xml, html, etc.) are supported

*  TheLEZIIIlessonisthen generated (both for CD/DVD and for on-line use).

The prototypical use of the current version of LEZI II has shown the
effectiveness of the LEZI approach for educational purposes. More extensive
production of video lessons, and more accurate evaluation of the effectiveness of
the approach are foreseen for the nextacademic year.
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System Structure and Performance Considerations
A sample configurationto produce videois:

*  anotebook Pentium® III processor 750 MHz-M with Microsoft Windows®
XP

*  RealProducersoftware

« acamcorder (like the smallest Sony DCR)

* anUSBvideo-converter (like Belkin VideoBus)to connectthe camcorder to
the PC viaa USB port.

The whole systemis easy to setup and transport, and is inexpensive; the overall
costis about US$3,550.

A camcordermay alsobeused todirectly record ontoa DVD-R minidisc such
asthe Hitachi DZMV230A. In this case it will be necessary to convert the video
into a RealProducer-compliant format before producing the movie in Real-Video
format.

The described system also allows the user to record many hours of video even
onnormal hard disks or other storage devices; in multistream format about 70 MB
arerequired for each hour oflesson.

The on-line version of LEZI requires a server equipped with:

*  RealServer

*  Windows2000 Server withIIS installed

« al00Mb/s LAN or another access to network
. SQLSERVER DBMS

The overall costis about US$13,000.

From the performance point of view, the number of concurrent users sup-
ported by the LEZI Il server depends on RealServer, i.e., the video streaming
server we adopted (RealServerGuide, n.d.).

Empirically, 10 users looking at various nodes of the same lesson (worst case
test), oratdifferent lessons, are very well supported by a server equipped with a
Pentium III 800 processor, with 128MB Ram, on a 100 Mb/s LAN. Also, the
connection of clients by ISDN line has shown excellentresults. A more detailed and
systematic testis planed for the future.

APPLICATIONS

The University of Lecce has produced many applications with LEZIII. In
order to demonstrate the support to two different authoring situations, we briefly
describe them inthe following sections.
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Figure 15. In the Left Frame We See the Table of Contents. Once the
“Definition of Hypermedia” Has Been Chosen, the Content Appears in the
Right Frame
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Computer Graphics Course

This application is based on the computer-graphics class given by Professor
Paolo Paolini(Milano-Lecce-Como, 1999). The screenshotsin Figures 15and 16
arerelated to a group oflessons on the design/modeling methodology HDM 2000.

The classis givento students at the university level.

In order to provide an example of TOC, let us consider the topic “general
content,” which was structured in terms of the following subtopics: “definition of
hypermedia,”““definition of the hypertext,” “purposes,” “‘methodologies,” “struc-
ture, dynamics, layout,” “In-the-Large, In-the-Small.” Each point is then structured
into sub-sub-topics.

Theuseris free to “attend” the lesson starting from any point he prefers.

Forinstance, ifthe paragraph “methodologies” is chosen, itisnotnecessary
to run the video at higher hierarchical levels, which can be skipped over to go
directly tothe selected node. The usual keys enable the user to go back, toadvance
rapidly (fast forward), to put the lesson in standby position, or stop it.

Metaponto

A second example, related to adifferent authoring situation, is “Metaponto,”
in which two teachers present their arguments outside the classroom in an
archeological dig.

This application is centred on the history of Metaponto, one of the most
importantcities of the Magna Grecia, the part of southern Italy that was colonised
by the ancient Greeks.
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Figure 16. The Software Allows the User to Watch the Lesson they Choose,
in This Case the “Definition of Hypermedia”

The authors of the lesson are two well-known scholars, Professor Francesco
D’ Andriaarcheological section and Professor Aldo Siciliano numismatics.

Figures 17 and 18 show some screenshots taken from the application.

The audience of the application is students doing various academic courses.
Its content concerns the history and the growth of the city and surrounding territory,
handicraftand production of ceramics, cultural and religious life, and the coinage,
etc., in a general discussion of Magna Grecia, with specific attention given to
Metaponto.

Figure 17. The Foundation of Metaponto
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Figure 18. In-Depth Study and Bibliography — The Foundation of Metaponto

[¢- - 2N BEIY [HADSH | & -]
la fondazione di Metaponto

= [Documentazione di referimento

Btoria di Metaposto
Stora df Mesapanto dalia fondazmone alla conguista & el

Bihlingrafia

reixtiva agli sviligp palis T ad
ecomamict df Mataporta.

= @EE'_

FUTURE TRENDS AND CONCLUSIONS

Theideadescribed inthe above sections is very simple: itis possible to publish
good educational multimedia applications developed by academic staff with very
little technical effort, in a short time, and with limited financial resources.

In our opinion, LEZI II enables teaching staff without specific technical
preparation in multimedia production, but with valid content and good teaching
skills, to easily prepare good multimedia interactive lessons, both for disk-based
(CD/DVD) oron-line (Web) purposes.

More generally, the widespread use of LEZI II or other similar tools can
effectively supportthe development and use of educational multimedia content in
universities and schools.

Obviously, this kind of multimedia content is not intended to replace the
publications of professional editors.

Thenextstepsinthe LEZI developmentat SET-Lab are:

*  tocompletetheanalysis ofthe authoring part of LEZI

* toimplementatextual searchamongthenodes ofall lessons availablelocally
oron-line, based on a content-sharingmodel similarto NAPSTER, to support
the re-use of existing LEZI lessons on the net

*  toconductamoredetailed and systematic test

* tointegratethe system withnew video formats and channels (such as satellite
and wireless), to better support the LEZI philosophy.

A free version of LEZI is available at http://mb.unile.it/Lezi. It can be also
requested from mario.bochicchio@unile.it for experimental purposes.
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Weare convinced that many qualified teachers, especially those specialized in
non-technical subjects, can easily use LEZI to create a wide range of first-rate
educational multimedia materials, thus improving the effectiveness of teaching
methods as well as cultural exchange between educational institutions.

ACKNOWLEDGMENTS

Weacknowledge Professor Paolo Paolini for the original ideaabout LEZI and
for the firstimplementation of the prototype, performed at the HOC-Lab of the
PolitecnicodiMilano.

REFERENCES

Abeshaus, I., & Dickinson, R. (2001). Clay Animation How-To Video. Proc. of
SITE 2001, Orlando, FL.

Baresi, L., Garzotto, F., & Paolini, P. (2001). Extending UML for Modeling Web
Applications. Proc. of 34" Hawaii International Conference on System
Sciences (HICSS’01). Maui, HI, USA.

Bochicchio, M.A., & Paolini, P. (1998). An HDM Interpreter for On-Line
Tutorials. InN. Magnenat-Thalmann & D. Thalman (Eds.), IEEE Computer
Society Proc. of MultiMedia Modeling 1998 (MMM "98) (pp. 184-190).
Los Alamitos, CA, USA.

Bochicchio, M.A., Paiano, R., & Paolini, P. (1999a). JWeb: An HDM Environ-
ment for Fast Development of Web Applications. Proc. of Multimedia
Computing and Systems (IEEE ICMCS °99), 2, 809-813.

Bochicchio, M.A., Paiano, R., & Paolini, P. (1999b). JWeb: An Innovative
Architecture for Web Applications. Proc. of [EEEICSC ‘99. Hong Kong.

Bochicchio, M.A, Paiano, R., Paolini, P., Andreassi, E., & Montanaro, T. (2000).
LEZI uno strumento per un facile sviluppo di video interattivi a scopo
educativo. Proc. of DIDAMATICA 2000 (pp. 72-78). Cesena, Italy.

Finkelstein, A. etal. (2001). Ubiquitous Web Application Development— A
Framework for Understanding. 6th World Multiconference on Systemics,
Cybernetics and Informatics. Orlando, FL, USA.

Garzotto, F., Mainetti, L., & Paolini, P. (1993a, January). Navigation Patterns in
Hypermedia Data Base. Proc. of 26th IEEE Int. Conf. On System
Sciences.Maui, HI, USA: IEEE Press.

Garzotto, F., Mainetti, L., & Paolini, P. (1993b, December). HDM2: Extending
the E-R Approach to Hypermedia Application Design. Proc. OfER’93 —

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



276 Bochicchio & Fiore

12" International Conference on the Entity-Relationship Approach.
Arlington, VA, USA.

Garzotto, F.,Mainetti, L., & Paolini, P. (1995). Hypermedia Application Design:
A Structured Approach. In W. Chuler, J. Annemann, & N. Streitz (Eds.),
Designing User Interfaces for Hypermedia. Heidelberg, Germany: Springer
Verlag.

Garzotto, F., Paolini, P., & Schwabe, D. (1991, December). HDM — A Model for
Design of Hypertext Applications. Proc. ACM Hypertext '91. San Antonio,
TX, USA: ACM Press.

Garzotto, F., Paolini, P., & Schwabe, D. (1993). HDM — A Model-Based
Approach to Hypertext Application Design. 7OIS, 11(1), 1-26.

GRINS. (n.d.). Retrieved August 2000 from the World Wide Web at http://
www.oratrix.com/GRiNS.

Handler, M., Benavides, O., Morgan, K., & Houghton, R. (2001). iMovie and
Educators: The Right Partnership for Making Digital Movies. Proc. of SITE
2001, Orlando, FL.

Heath, M., Dimock, K.V., & Burniske, J. (2001). Classrooms Under Construc-
tion: A Video Series. Proc. of SITE 2001.

Hochman, A. & Marshall, S. (2001). Camp Crystal Lake: A Wireless Network
in the Wilderness Brings Video, Databases, and the Web to Elementary
Students. Proc. of SITE 2001, Orlando, FL.

JMF. (n.d.). Retrieved August 2000 from the World Wide Web at http://
www.javasoft.com/products/java-media/jmf/index.html.

Jourdan, M., Layaida, N., Roisin, C., Sabry-Ismail, L., & Villard, L. (1998).
Madeus, an Authoring Environment for Interactive Multimedia Documents.
ACM Multimedia 98 - Electronic Proceedings.

Montessoro, P.L. & Caschi, S. (1999). MTEACH: Didactic Multimedia Produc-
tion. Proc. of Multimedia Computing and Systems 1999 (IEEE ICMCS

’99),2,1017-1019, Florence, Italy.

PresenterPlus. (n.d.). Retrieved August 2000 from the World Wide Web athttp:/
/www .realnetworks.com/products/presenterplus.

RealServer Guide. (n.d.). RealNetworks 1995-2000. Chapters 4 and 5.

Roisin, C., Tran-Thuong, T., & Villard, L. (2000). A proposal for a Video
Modeling for Composing Multimedia Documents. Proc of MMM2000.
Nagano, Japan.

SMIL. (n.d.). Retrieved August 2000 from the World Wide Web at http://
www.w2.org/Audio/Video.

Windows Media Technologies. (n.d.). Retrieved June 2002 from the World Wide
Web at http://www.microsoft.com/windows/windowsmedia/overview/
default.asp.

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Electronic Journalism in Peru 277

Chapter X1V

Electronic Journalism in
Peru

Antonio Diaz
Escuela de Administracion de Negocios para Graduados, Peru

Martin Santana
Escuela de Administracion de Negocios para Graduados, Peru

ABSTRACT

This chapter introduces electronic journalism as a new trend in the news
services that have recently been boosted by Internet diffusion. It makes a
presentation of electronic media pioneers in the world and the challenges they
faced to deliver news to their traditional and Internet-based customers.
Mainly, the chapter focuses on the description of the beginnings, evolution,
strategies, and current state of Peruvian information media, focusing on
Web-based journalism. Finally, the authors offer some conclusions about the
approaches to develop Web news services adopted by traditional and virtual
media, and suggest the need for future research in different countries in order
to compare results and define the media trends in the Internet era.
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BACKGROUND

Online journalism dates back to the end of the *70s when Knight-Ridder
launched an initiative to develop a videotext service called Viewtron, whichitlater
droppedin 1986 afterrealizing losses of US$50 million. Still, Knight-Ridder’s
interestin online information services remained unwavering and, in 1988, itmade
adecisiontobuy Dialog Information Services, Inc.,aleader in informationretrieval.
Onlyayear later, the first signs of success already appeared (Diaz & Meso, 1998).

Bytheend ofthe’80s, Gannet— USA Today 's publisher— launched adaily
summary comprising 1 8newspiecesintextformatitcalled USA Today Decisionline.
Almost simultaneously, Dow Jones published The Wall Street Journal and
Barron’s on Prodigy, or directly on the Internet, with interactive multimedia
features (Diaz & Meso, 1998).

In 1992, The Chicago Tribune became the world’s first daily to launch an
electronic version ofits newspaper on America OnLine. In 1993, Knight-Ridder
started publishing what would eventually become one of the paradigms of interna-
tional electronic journalism, the San Jose Mercury Center, which was in fact
something more than the San Jose Mercury News printed copy. By 1994, The
New York Times, The Washington Post, Los Angeles Times, USA Today and
The Examiner,among others, offered readers an online version, whether on the
Internet, America OnLine, CompuServe, Prodigy, Interchange, Delphi, or their
own networks (Diaz & Meso, 1998).

Although each type of medium — whether print, radio or television —
publishes informationinadifferent way respondingtoits specific characteristics and
peculiarities, its respective approach, and the specific type of message receiver,
(Romero, 2000), each one’s Internet versions all seek new schemes to refresh the
contents and reach audiences with new formats. Now, Internet-enabled readers
canread newspapers, listento theradio,and watch TV from anywhere in the world
(McClung, 2001).

Afterdefiningjournalismas thejob of compilingand disseminating information
(Gargurevich, 1999), electronic journalism stands out for four features: ituses
multimediaresources (text, image, audio, databases, and executable programs), it
breaks down the sequence of information becauseituses hypertextand hypermedia,
it breaks down periodicity because it allows access to information at any time
without need to wait until the next edition, and itis interactive, allowing users to
access information of their interest (Diaz & Meso, 1998). Thus, electronic
journalismuses every Internetresource to disseminate information and taps into this
medium’s unlimited capacity to hold contents and to provide ongoing updates.
Moreover, the Internet is the first truly global-reach channel making it possible to
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disseminate information to the remotest corners of the earth without greater
distribution costs (Singer,2001).

Thearrival of the Internet has had amajor impact on the way that journalists
dojournalism. Justlikeradio and television were milestones in journalism that
displaced daily newspapers and led to the closing of some evening newspaper
editions (Burnham, 2000), at present the Web is becoming amedium that, through
its interactivity, allows readers to disagree with the publishers or contribute to the
writers’ work by incorporating readers’ opinions (Giles, 2000). This is the true
journalistic potential of the Internet. Additionally, the Internet makes it possible to
delivernews onapermanentbasis, so editors must constantly determine how much
information to gather (Maynard, 2000).

Thearrival ofthe Internet confronted the printed media with adual challenge.
Onthe one hand, there was arisk of disappearing because users now find it easier
toaccess information on the Web. On the other hand, this new channel provides
them with an opportunity to broaden their readership (Boynton, 2000). Compared
toaradio listener or television viewer, readers are individuals with a heightened
interestin accessing information they look for through the medium thatbest suits
their specific interests (Romero, 2000). They may therefore wonder ifbeing present
onthe Internet may translate into larger readership for the printed media thanks to
a “cross-sales” mechanism. For instance, Boston’s The Christian Science
Monitor sells through its Web page as many subscriptions for the printed version
asthrough other conventional channels. Remarkably enough, though, Web sub-
scriber retention rates are double those from other sources (Regan, 2000).
Although one-fourth ofrespondents to a US survey performed by Kaye (as cited
inMcClung,2001) onreasons to surfthe Internet declared they spend less time
watching TV, listening to theradio, orreading newspapers and magazines since they
found outaboutthe Web, alater study concluded thatthe obvious drop inthe use
ofthose media cannot be attributed to the Internet’s becoming amass medium in
the U.S. (Stempel, Hargrove & Bernt, 2000).

Many sitesrelating to printed media have evolved from pages that initially were
but word-for-word copies ofthe printed version to become a dynamic environment
that can be constantly updated (Pack, 2001). In this sense, Internet journalism
ethics should notbe different from that governing traditional channels to the extent
that, until now, online journalists’ experience and values are born from the former.
The Webonly gives them an expanded way of displaying information (McNamara,
2000). Digital-erajournalists must find the way to reach a global audience without
compromising the principles of truthfulness, of reliable sources, independence
(Pavlik,2000) and their originality. However, to the extentjournalism moves tothe
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Internet, thereis anincreased risk of contents’ plagiarism given the enormous size
ofthe information files thatare being put together (Wier, 2000).

Journalism on the Internet poses anumber of challenges. On the one hand,
news pieces for the printed media are discussed before they are broadcast, while,
onthe Internet, as onradio, journalists are compelled to make very quick decisions,
almostinreal time (Kansas,2001). Onthe other hand, the Internet opens the doors
tonew, purely virtual media, although they must still walk along way before they
gainenough credibility and overcome the stigma that “anybody can publish on the
Web.” Additionally, they mustriseto the challenge of ahuge infrastructure thathas
already been put in place by consolidated news groups and overcome limited
access to capital (Giles, 2000; Uy, 2001). Some think that, at least in the first
decade ofthe Web, the printed media have overpowered electronic journalism
because they are specialized on preparing reports, likely thanks to their large-scale
journalistic infrastructure (“Internet Won’t,” 2001), which they use to their own
advantage.

Onthe otherhand, as access to the Internet increases and the public getsused
to obtaining their information through the Web, probably evening news show will
haveto create new ways of presenting information. Otherwise, they would blunder
iftheyrepeatinformationthepublicisalready aware of (Brown, 2000). Webmasters
of somenews media havealready identified increased traffic in the early afternoon
hours, presumably when office workers are back attheir desks after the lunch break
(Rainie, 2000).

Giventhe phenomenon of ethnocentricity—manifest, for instance, inalocal
medium’s Web page written by locals for locals who find in the information contents
sufficientelements forunderstanding the news piece (Priess, 2000)—publishers
may find itconvenient to specialize on reporting aboutareality that is bestknown
tothem, i.e., local reality (Singer, 2001). Although the cost of preparing anews
feature hasremained almostunaltered, and although presenting news inamultime-
dia format(Fulton,2000) may slightly increase costs, itis clearly cheaper to prepare
apageandmakeitavailable tomillions of people around the world over the Internet
than to distribute it on a printed format (Small, 2000).

Whendecidingtomovetothe Internet world, information mediamust carefully
analyze their project’s feasibility, a particularly critical step for those initiatives that
lack a prior base in the real world. The collapse of Taiwan’s virtual Tomorrow
Times information medium — despite 1.8 million daily page visits — poses a
question aboutthe viability of sustaining the high cost of generating news that must
be updated on a permanent basis (Ling & Guyot, 2001), when no journalistic
infrastructure has been developed in the physical world. We must remember that
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the Internet has made people used to obtaining free information while revenue-
generation models based on advertising have shown to be unsustainable.

Peruvian information mediaareno strangers to Web journalism. Lima’s main
dailies publishing on the Internet are Correo (Www.correoperu.com.pe), £/
Comercio (Wwww.elcomercioperu.com.pe), El Peruano' (www.elperuano.com.pe),
Expreso(www.expreso.com.pe), Gestion (Www.gestion.com.pe), La Republica
(www.larepublica.com.pe), Ojo (www.ojo.com.pe), and Sintesis
(Www .sintesis.com.pe).

Two of Lima’s radio broadcasters send their news programming over the
Internet. They are Radioprogramas del Perti and Cadena Peruana de Noticias,
(www.rpp.com.pe and www.cpnradio.com.pe). Television networks on the Web
are Frecuencia Latina, (www.frecuencialatina.com.pe), América Television
(www.americatv.com.pe), Panamericana Television (www.pantel.com.pe) and
Television Nacional del Peru (www.tnp.com.pe). Exclusively virtual information
media are www.peru.com, WwWwWw.primerapagina.com.pe and
www.gatoencerrado.terra.com.pe.

Internet penetration in Peru—acountry with alittle over 25 million people —
is low. Only 33% of Peruvians have heard about the Internet or used it at all
(Chaparro,2001). Inthe first quarter of 2000, 130,000 users accessed the Internet
through a commuted line while 390,000 used dedicated lines (Araoz & van
Ginhoven, 2001). To June 2001, the total figures exceeded 800,000 (Cifras y
datos,2001). A 2000 survey on technological innovationamong 8,976 Peruvian
companies showed that only 38% had an Internet connection, 36% effectively used
the Internet, and 4.5% were planning to get a connection in the next 12 months
(Instituto Nacional de Estadistica e Informatica,2001).

The above figures clearly point to a hurdle for further developing successful
news media onthe Web targeting a Peruvian audience. However, there exists a
potential foreign market. Non-official figures show that Peruvian expatriates —
whohave greater Internetaccess and typically show astrong community feelingand
are deeply attached to their roots (Altamirano, 2000) —may reach two million.

ELECTRONIC JOURNALISM IN PERU

Forthis study, themediachosen, inaddition to being published on the Internet,
also showed some special features that are described below.
The following printed media were chosen:
«  Lima’sbestrecalled and most widely read daily, E/ Comercio, also has a
reputation for being the most truthful, entertaining, and the bestat covering
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local political news events (Actitudes hacialaprensaescrita,2001). Itisread
by anaverage of 574,700 people in Lima (Instituto Cuénto, 2001).

*  Gestionwas Peru’s first written medium to produce an online version. Its
printed edition, targeting the business community, reaches anaverage 27,500
readers in Lima (Instituto Cuanto, 2001).

*  LaRepublicawasPeru’s second printed medium to publish an electronic
version. Itisregarded as the second most truthful and also mentioned as the
second mostreliabledaily inprovidinglocal political news coverage (Actitudes
hacialaprensaescrita,2001). Itisread by anaverage of 171,300 readers in
Lima (Instituto Cuanto,2001).

Radiobroadcasters in this survey comprise those thatbroadcast over the Web
but focus onnews programming;:

*  Radioprogramas del Peru, RPP Noticias, enjoys aspontaneous recall rate
of27% amongall radio broadcasters and 62% among news radio broadcast-
ers. Itisthe most widely-heard radio broadcaster (23% of listeners) (Radio,
2001).Itsannual average half-houraudience in Limareaches 95,100 listeners
(Insituto Cuanto, 2001).

*  CPNRadio, Radio Cadena Peruanade Noticias, is spontaneously recalled
by 6% oflisteners of all radio stations (Radio,2001) and has anannual average
half-houraudience 022,900 listeners in Lima (Insituto Cuanto, 2001).

Rather than displaying full and updated information, Peruvian television
networks onthe Web underscore programming information. Their Webssites are
closertoaninstitutional page than to an information page. They were notincluded
inthisstudy.

Of'the three Peruvian information medialacking a print, radio, or television
matching part, only www.peru.comand www.primerapagina.com.pe participated
inthis study; www.gatoencerrado.terra.com.pe did notanswer.

Inall cases, in-depth interviews were conducted on relevant topics for this
study with their electronic publishing officials. They were asked to narrate their
areas’ operations and work style when preparing news pieces. As acomplement,
eachmedium’s Web site is described and analyzed.

El Comercio

FoundedinLimain 1839, E/ Comerciohasbeeninpublication for 162 years
andis the doyen of Peruvian dailies. Itis presently owned by Empresa Editora El
Comercio S.A. and a member of Grupo de Diarios de América.” In 1996, it
published the company’s institutional page on the Internetand in 1997 it started
publishing the www.elcomercioperu.com.pe electronic daily. In May 2001, it
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organized anindependentarea charged with the daily’s electronic publication. This
division comprises 33 staff, of which nine are journalists, 10 are technical experts,
and the rest manage the daily’s portal.

Theelectronic versionis almost completely dependent on the printed version
forits contents. News is updated on the Web using information provided by the
daily’sreporters and input fromnews agencies. The editing company’s television
operations through Canal N cable broadcaster and Radio Canal Nradio station
help inupdating news contents. The site www.elcomercioperu.com.pe publishes
notonly the news ofthe day, butalso Canal N’s fresh headlines. News is tracked
through other information media as it evolves. Occasionally,
www.elcomercioperu.com.pe publishes reports prepared by other £/ Comercio
newspapers and supplements. The contents and site design editor is ultimately
responsible forall Internet publications.

The site www.elcomercioperu.com.pe gets an average of three millions
monthly hits, mostly from Peruvian residents in the United States, followed by
expatriates residing in Japan. Hits originating in Perurank third. Both the daily and
its electronic version’s target audience is found in the top two income groups,
comprised of professionals, students, and members of the Armed Forces. Other
subscribers to £/ Comercio include anumber of foreign universities and organiza-
tions, and Peruvian embassies abroad. No “cannibalization” seems to take place
between the printed and virtual media.

Information sectionsinthedaily’s electronic version include national, city, and
world affairs. Business, politics,communities, entertainment, technology, special
sports reports, and graphic sections, as well as access to past editions are the other
options. Its most widely read pages are the front page and local soccer news. In
December2001, the Internet publication of areport prepared by Somos magazine®
featuring photographs of young Peruvian actresses who had acted inasoap opera;
only shortly afterits airing the electronic newspaper received arecord number of
Visits.

The site www.elcomercioperu.com.pe’s revenues come from advertising by
some announcers. Nevertheless, this revenue generationmodel fails to pay for the
virtual daily’s operating costs. Another revenue stream originates in the sale of news
to the TIM telephone operator who distributes the news to its cellular telephone
customers. Additionally, www.elcomercioperu.com.pe has prepared private cir-
culation newsletters for Profuturo pension fund manager’s staffand the JobShark
employmentagency.

Asyetanotheralternative source of revenues and an attempt to turn the daily’s
electronic versionintoaprofitable venture, ithas created aportal providing, among
other services, the www.ec-store.com.pe virtual shop that reached sales worth
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US$3 million in 2000. Other portal services include an electronic job hunting
agency, postal office boxes in the United States, health and university student
counseling, aveterinarian’s online office, adebate forum, PC World in Spanish for
Peru,apublicinterest services page, aleisure and entertainment feature, a virtual
corporate directory, Internet access and a virtual cards site, and a link to
www.batanga.com virtual radio broadcast.

Asameanstoincrease traffic to www.ec-store.com.pe and thus enlarge sales,
thereis aprojectto putin place Internet public kiosks. However, most purchases
through www.ec-store.com.pe donot originate inusers who access Internet from
a public kiosk, but rather from surfers who reach the Web from their homes or
offices. The www.elcomercioperu.com.pe site publishes the small ads regularly
found onthe daily’s print version. This same site has an option to write and pay for
small ads. Additionally, E/ Comercio also offers a free e-mail news service.

El Comercio’s management has made a decision to make the newspaper a
Latin American leader. Comprised in their strategy toreach their goal is the effort
to provide Internet-based news services, anirreversible and final decision despite
the fact thatnews electronic publishing initself may not yield acceptable financial
results.

Gestion

Aneconomics, finance, and business newspaper, Gestion firstcirculated in
1990 and is owned by Corporacion Gestion, a company that seeks to become
Peru’sinformation leader by providing a “constant flow of impartial, plural and
independentinformation.”

Gestion’s economic and business reporting goes hand in hand with informa-
tion about political events and ongoing debate on business and government
proposals andplans. Dailyissues include sections on politics, the economy, editorial
opinion, business and finance, the stock exchange, databases, and world affairs.
Other sections include the latest business comments and other information. Guest
writers fill Gestion’s pages onindustry, taxes, marketing, and foreign and interna-
tional trade. Major Peruvian and international consultants provide opinion on
economics, taxes, real estate and other issues. In 1995, Gestion joined the Ibero-
American Financial Dailies’ Network *.

Gestionwas Peru’s first daily to publish on the Internet when it launched its
electronic site www.gestion.com.pe in September 1996 to spread Peru’s eco-
nomic, financial and political news, and become a channel for communication
among itsreaders. Its site includes the same sections as the printed publication and
alsoprovides links to the other members of the Ibero-American Financial Dailies’
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Network, as well as links to online versions of various international specialized daily
publications’®. From www.gestion.com.peitis possible to access othermediarun
by the corporation, including CPN Radio www.cpnradio.com.pe information
broadcast station and its Gestion Médica® (www.gestion.com.pe/GM) weekly
health publication.

Gestionreadership comprises mainly members of the business community,
governmentofficials, and students and faculty from higher learning organizations. It
is also the site of choice for economic and financial references for other media.
Although it can be found at newsstands, a high percentage of'its circulation is by
subscription. Although Gestion’s circulation has not grown as expected, its
presence onthe Internet cannot be blamed. Most www.gestion.com.pe visitors are
businessmen fromthe U.S., Spain, Argentina, Chile, and Japan who have business
andinterests in Peru. Ever since www.gestion.com.pe started publishing, Peruvian
embassies abroad have cancelled their subscriptions. Articles onpolitical issues are
the most frequently visited, followed by economicreports. Gestion’s contents are
prepared with materials and interviews gathered by its reporters, together with
news from news agencies. Information in www.gestion.com.pe is posted on the
Webby CPN Radio personnel that work the late-night shift. CPN Radio updates
the news during the day. Gestion also offers a free e-mail news service called
Gestion Mail that distributes economic, political, financial and business news
before 7a.m., withan update at 3 p.m. on the main news events until that time.

La Republica

Founded in Limain 1981, La Republica has as its objective to inform and
become an opinion maker for the Peruvian public. Initially, itunderscored police
reports, but later became an overseer for government action. Itdescribes itselfas
anopinion-making daily rather than an impartial and objective medium. Its slogan
“our opinionmakes news” reflectsits style in displaying information.

This newspaper has always been characterized by its technological innova-
tions. Since 1995, ithas been using satellites to publish local editions in other cities
around Peru’. Drivenby its commitment to innovation, in October 1996 it launched
anelectronic version called www .larepublica.com.pe ataninvestmentof US$10,000,
without expecting any economic benefit fromit. However, the photo reporting of
the abduction ofanumber of personalities who attended areception at the Japanese
ambassador’sresidency in Lima in December that year brought large windfall
revenues when a Japanese newspaper showed interest in buying the photographs
published in www .larepublica.com.pe. The sale of that material amounted to
several times the investment made to materialize thenewspaper’s Internet initiative.
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However, and although La Republicalater tried to sell the photographs of various
reportsto financeits electronic publication, this was possible only intermittently and
toasmall scale. The projectto launch a simultaneous version of La Republicain
New Jersey ® via satellite emerged through contacts with a Peruvian businessman
who sellsaprinted version of www.larepublica.com.pe in Patterson, to which he
attaches his ownbusiness advertising.

Although there is a banner area in the site www.larepublica.com.pe, its
existence is not conditioned to its stand-alone capacity to create a stream of
revenues because itis understood that the electronic version canreach anywhere
in the world where there are people interested in its contents. An important
consideration for La Republica managers is interaction with its readers. The
Internet has strengthened this feature. Since its launching, the number of opinion
letters it gets through e-mails fromreaders outside Peru has grown steadily. Some
visitors at www.larepublica.com.pe have become the newspaper’s foreign corre-
spondents and they ““add a Peruvian flavor” to international reports. Foreignreaders
account for 70% of'the electronic edition’s readership.

All of La Republica, including its supplements, is published on
www.larepublica.com.pe. The newspaper includes sections on politics, editorial
opinion, local news, cultural, economic, police, and entertainment, as well as
opinion columns, besides sports, comic strips,and horse racing pages. Its electronic
version includes links to the Libero sports newspaper, owned by the same
publishing company, and asection called Latinoticias that publishes articles from
Argentina’s La Prensa. Among all these sections, the most visited cover current
political affairs and sports. A discussion forum wherereaders shared their views on
Peru’sdeep political crisis at that moment and the large corruption network within
government operated for four months atthe end 0o£2000. A discussion forum has
notbeen totally discarded as a future option.

Information published on www.larepublica.com.pe comes fromarticles writ-
ten by the daily’s reporters and from writers of both the printed edition and news
agencies. News is notupdated throughout the day. Two people are charged with
summarizing and entering La Republica contents on the Internet. The electronic
version is published daily around 3 a.m., i.e., it is published before the printed
edition. Atone point, this difference in publication times for the two versions was
anissue for La Republica’sregular circulation. Given its critical stand towards
President Fujimori inthe lastyear ofhisadministration, the government intelligence
agencies decided to purchase large numbers of newspaper copies to prevent
investigative reporting about corruption from reaching the public. State security
agents would read at the beginning of the day www.larepublica.com.pe and,
depending on the articles’ contents, decide whether or not to purchase La
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Republica . The up-side of this operation for the newspaper was that on those
particular days the newspaper was sold out.

Atpresent, the La Republicapublishing group has shown interestin buyingan
open (non-cable) television channel toreach its corporate goals through operations
invarious mediachannels.

Cadena Peruana de Noticias — CPN Radio

A newsradio chainowned by Corporacion Gestion, CPN Radio broadcasts
from Lima throughout Peru on both the FM and AM bands through a satellite link
to Panamsat. CPN Radio firstbroadcastin 1996. It was purchased by Corporacion
Gestionin 1998, when itrenewed its programming and significantly expanded
coverage. CPN Radio and Gestion newspaper share their general information
sources, including reporters and news agencies. Highly specialized economics,
finance, and business information are published only by the newspaper.

In June 2000, through an agreement between CPN Radio and Terra Net-
works and atan investment of US$20,000, the www.terra.com.pe/cpn site was
launched to give the broadcaster Internet access to the www.terra.com.pe/cpn
portal. In September2001,anew page was launched at the www.cpnradio.com.pe
sitealthoughitstill provided informationto Terra. Thereasontomove intothe virtual
mediumwastheradio’s interestin positioning itselfand creatingan image before the
public vis-a-vis Radioprogramas del Perti, CPN Radio s direct competitor. CPN
Radio s Internet participation is ensured independently of its economicresults. To
date, it has not yet become a source of corporate revenues.

Tolaunch the www.cpnradio.com.pe project, professional journalists within
the organization were reassigned. Also anetwork technical expert was hired. At
present, two editors alternate shifts until midnight and are responsible forupdating
headlines along the day. To refresh their news, they rely not only on material
supplied by CPN Radio and Gestion but also on news from other media.

“Information onthe spot” is CPN Radio’s slogan forits www.cpnradio.com.pe
site. Audiencesreaching the broadcasterare mostly adults who want to stay abreast
of current affairs. Between 60% and 70% of visitors to www.cpnradio.com.pe
originate in Peru, halfof which come from Lima, while the remaining 30% to 40%
come fromabroad. Political features are most often followed, with the economy
coming next. Visitors can also listen to radio programming in real time. In its
publication, www.cpnradio.com.pe includes headlines with photographs, and the
political, economic, financial, business, local affairs, national affairs, world affairs,
showbusiness, sports, and culture sections. Italso has a “lastminute news” flash
section,completeradio programming, and linkstoarticles written by the broadcaster’s
columnists.
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Radioprogramas del Peru — RPP Noticias

Initially conceived in 1963 as an entertainment radio broadcaster, in 1979
Radioprogramas del Pert became a round-the-clock news broadcaster when it
created RPP Noticias, building on the concepts of immediacy, objectivity and
plurality. Atpresent, itreaches 97% of Peruvians through anetwork of FMand AM
affiliates. RPP Noticias seeks tobecome a Latin American and world telecommu-
nications leader. In 1992, itexpanded its broadcasting throughout the region by
establishing the Latin American Broadcasting Association’.

RPP Internetlaunched its institutional Web page in 1996. Atthe end 0of 1999
the www.rpp.com.pe site was added to the original product with a view at “making
radiobroadcast’simmediacy and volatile contents amore permanent product, by
transforming itinto a written medium that would target audiences interested inmore
exhaustive information withoutloosing the interactivity characterizingradio broad-
casts, “astrategy to globalize information through the Internet.” After creating
www.rpp.com.pe, the RPP Group can call itselfa generator of contents that can
be encapsulated in various formats'?. Although RPP Noticias provides supportin
journalistic coverage for information broadcast through www.rpp.com.pe, which
saves on content preparation, the Internet area staffs its own four writers, an
economics-specialized reporter, and another one to cover sports. Italsorelies on
two audio broadcast specialists for Internet news broadcasting.

While RPP Noticias focuses onaudiences above 18 years of age throughout
the socio-economic spectrum, www.rpp.com.pe targets Peruvians of both sexes
living in Peru, aged between 23 and 45, and belonging to the middle and high-
income groups. Thesereaders have Internetaccess at their work places, universi-
ties, or Internet public kiosks and they are interested in staying abreast of events.
Italsotargets Peruvians of both sexes living abroad, between 25 and 50 years old
and belongingto anintermediate income level. They resortto www.rpp.com.peas
theirmeans to be informed about, communicated with, and linked to Peru. Atthe
endof2001, RPP Internet gotanaverage 3 million monthly visitsand hit4.8 million
visits during the Peruvian elections. About 40% of visits to www.rpp.com.pe
originate in Peru, closely followed by visitors fromthe U.S., Argentina, and Japan.
Itsmost visited pages covered the political, sports, local affairs, entertainment, and
financial sections.

RPP Internet’sinformation is supplied in both audio and text format, although
photographs are attached to the main news features. At www.rpp.com.pe, visitors
find the latest news in the “news by the minute” section, as well as local affairs,
political, sports, world affairs, finance, cultural, entertainment, and special reports
sections. There is also the option to participate in opinion surveys. Through the
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audio ondemandservice, the comedy,'! gastronomy, interviews,'>and the labor,
medical, veterinarian, geriatric and sexuality questions-and-answers sections can
bereached. Thereis also adiscussion forum around current affairs. Likewise, the
direct RPP Noticias audio broadcast can be heard on www.rpp.com.pe. Users
canalsojointheregularchatsessions. Parallel consumption has notbeenslighted.
Inthe near future, radio announcers may answer telephone calls from both RPP
Noticias listeners and answer questions from www.rpp.com.pe users.

A new market has opened thanks to www.rpp.com.pe and an effort is
underway to increase the number of single-service users and visits to create a stream
ofrevenues from advertising and contents sales. RPP Internet announcers can
sponsor Web-formatradio programs and with their banners lure clients to theirown
Webssites. Ifthey donotowna Website, they can design an area providing their
own information and piggyback on www.rpp.com.pe’s structure. Content sales
canbearranged through windows where www.rpp.com.pe contents are shown on
clients’ windows or by creating direct links to the client’s site in the headlines
newsletters thatare distributed every day on textor HTML format. Additionally,
RPP Internet provides contents to the CNN, BBC and www.elarea.com net-
works and it sells CD-ROMs including a summary of the main events of2001.
WAP technology enables Nextel and Telefonica telephone operators’ clients to
access RPP Noticias, while Bellsouth’s clients get headlines on their short-
messagingservice.

Although to date RPP Internet revenues are below expenses, the
www.rpp.com.peisheretostay. Itis widely held thatlaunching this service hashad
a positive influence on RPP Group’s image-building by creating among both
listeners and announcers a perception of leadership, while strengthening the
Group’s competitive standing in terms of its capacity to reach a wider target
audience that comprises both radio listeners and Web users.

WWW.peru.com

The www.peru.com site is owned by Interlatin Corporation, a Peruvian
company thatowns several domains (www.colombia.com, www.bolivia.comand
www.futbolargentino.com). They seek to develop portals throughout Latin
American countries that provide information and specific services adapted to
individual countries.

Although www.peru.com has been operational since 1998, this domain was
already registered in 1995 and became the company’s main tool in luring traffic
towardsits site. Itis totally dedicated to delivering information about and covering
topicsrelating to Peru. The site targets Peruvian expatriates based on the principle
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that Peruvianresidents have a choice of alternative ways to get information. In
November 2001, the site got 1 1 million visits, mostly from the United States (over
50% ofthetotal), followed by visitors from Japan and Spain.

The site www.peru.com seeks to differentiate its contents through quick
publication of information gathered by an in-house team of journalists and wire-fed
news. A company policy requires reporters to generate information thatis clearly
different from what may be available on other media. For this reason interviews
aboutcurrentaffairs areavoided while aiming, rather, forthe “exclusive” interview.
News must be original and itis the company’s perception that this has helped in
building credibility among visitors. After being edited, information is published in
text, audio, image and/or video formats as soon as possible. Updated headlines
based on ongoing reporting appear in the “last minute section.” Journalists at
www.peru.comrecognize they donothave all of the journalistic infrastructure
available to traditional media and, therefore, resort to their own inventiveness in
findingand publishing the mostrecent information.

Its press area comprises the soccer and sports section covered by eight
reporters, a current political affairs section covered by six journalists, and a show
business department covered by three reporters. A project is currently being
evaluated torecruitsenior journalism students to work as correspondents in cities
around Peru. Emphasisis placed on current political affairs, although the soccer
pageisthe mostvisited ofall sections. A weekly chatsessionis available covering
soccer and show business and, exceptionally, political issues.

Besides itsnews coverage, www.peru.com contents include travel services,
abrowser, chatrooms, free e-mail addresses, job searches, a Limaccity street finder
(www.idonde.com), a communication media directory, messaging to cellular
telephones, acommunity of Peruvian expatriates around the world, access tomusic
radio broadcasts, electronic postcards and a virtual shop (www.iquiero.com). It
alsoincludes sections on automobiles, jokes, movies, finance, gastronomy, the
horoscope, pets, music, and others. Other sections are special reports, the weekly
survey, raffles, the day’s video, and special culture-oriented articles. Exclusive
features are summarized in English.

Interlatin Corporation’s sources of revenues are diverse and balanced. Its
www.iquiero.com virtual shop has recorded growing sales in recent months.
Products sold range from pastries and cakes to toys, electric household appliances,
alcoholic beverages, clothes, books, perfume, music, jewelry and others. Its travel
agency, www.peru.com/travel, also contributes to income generation. Ina pessi-
mistic scenario, Interlatinmanagement foresees reaching their break-even pointin
June2003. Inthemeantime, they continue to generate traffic towards www.peru.com
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by tapping the site’s attractions, in particular news, jokes, and e-mail services.
Additionally, www.peru.comaccepts advertising and provides Web page design
services. Through agreements with TIM Peru and Nextel, www.peru.com sells
news to these telephone operators who then distribute them among their users.
Occasionally, they prepare special eventreports, which are an additional source of
income.

Becomingan Internetnews leader is www.peru.com’s goal. Different from
reporters from other news media that operate through various channels,
www.peru.com’s journalists focus on the Internet and try to provide “an additional
informationstep.” They have even proposed purchasing a fly-away to broadcast
directly onthe Web. Although they recognize their experimental approachina
totally differentenvironment where nothingis yet final, they are also persuaded that
the Internet cannot be stopped and is here to stay.

www.primerapagina.com.pe

Owned by Chile’s iLatinHoldings, which also developed several business
pages including www.elarea.com, www.areasalud.com, www.elgolpe.com,
www.planetaviajes.com, www.areafinanzas.com, www.viajuridica.comin Latin
America, the www.primerapagina.com.pe site provided local contents specifically
from Peru. A shareholderrestructuring atiLatinHoldings in August 2000 hurt the
launching of the site when the marketing budget allowance was cancelled together
with the planned promotional initiative. Still, the site appeared in September 2000
asanonlinenewsservice witha “lastminute” news updating section. Initially, news
was provided on video and audio format, as well as text plus photographs.

News was gathered from international agencies and the site director’s
personal contacts, plus some information was gathered from broadcasts by two
television channels. Inits initial months, www.primerapagina.com.pe countedona
team of 22 writers and four editors, one each for the sections on political and
financial affairs, currentaffairs, sports, and entertainment. The site covered the main
events of the day, national and world affairs, infographs, specials, opinion columns,
and surveys on current issues. Hits to www.primerapagina.com.pe bordered
150,000 every month, 60% of which originated in Peru and another 40% abroad.

Theirbusiness plan was based on good, quality writing, aimed at luring traffic
tothe site and persuading strategic partners to join the venture and sell advertising.
However, the publicity-based revenues generation scheme did notbear fruit while
the attempt to sell www.primerapagina.com.peto US CNN chain stalled, as did
arrangements with Lycos and Yahoo. Afterinvestments of one million dollars and
returns of scarcely US$10,000, by mid-2001 iLatinHoldings decided to sell its
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specialized Peruviansites. All of the staff was laid offin August that year, while the
site’s head kept a 30% share; only four freelance reporters were in charge of
writing.

The director has been given a free hand to negotiate the bestrescue formula
for www.primerapagina.com.pe. Until November 2001, the site prepared an in-
house newsletter for TIM Peru, atelephone operator. Additionally, an option was
under study to distribute publications by installments together with a Peruvian
publishing group; these installments would provide links to
www.primerapagina.com.pe. Another project considered preparing a television
program in cooperation with Television Nacional del Peru and
www.trabajando.com' to coverlaborissues. Atthe presenttime, although thelink
to the site is still active, the “front page” news is not updated; it corresponds to
February 21,2002. The site justprovides links to similar Web pages in Argentina,
Chile, and Colombia, as well as with all other iLatinHolding sites.

FUTURE TRENDS

Only a few years have passed since some Peruvians media that had already
anestablished presence in other channels decided to enter the Internet, while others
were organized exclusively to serve this channel. Although the lastword hasnot yet
beensaid aboutelectronicjournalism, the experiences so farallow us todraw some
lessons.

Although the approaches to develop the Internet with a print or radio media
basis have moved along differentroads, some seem more clearly determined to
explore new options to increase their revenues and earnings while others simply
wish to expand their readership or number of listeners by drawing international
audiences. However, they all seem persuaded that there is no turning back and that
they have entered the Web, neverto escape fromit. The same thing cannot be said
about the new media. Those who donothave a traditional media foundation have
no choicebuttoyield satisfactory economic results that will allow them to survive.
News pieces and reports prepared for traditional media are the raw material for the
articles published by conventional media onthe Web. To attain the above goal,
special stafthasbeenrecruited. Exclusively virtual mediahad to draw a press team
out of the blue and have made them responsible for researching news and then
publishingtheirreports.

Likewise, increasing participation of Peruvian information groups in various
channels —including the Web — opens the possibility for them not just to
strengthen their own image, butalso to reach a larger number of users and thus
develop new businesses in the field of information. To do so, only rigorous
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environmentand trend surveying can contribute to sound decision-making regard-
ingthepathto follow. A valid approachisto take into account the option to increase
Internetinvolvement while acknowledging the restrictions thatapply to the Internet
in Peru, and thus help develop traditional channels.

Finally, Internetreporting display formats combine the advantages ofradio,
television, and printed channels. When easy-to-use, flexible, and portable devices
are sufficiently developed and widespread (all featuring multimedia capabilities),
newsmen will have to be ready to meet the ever-faster pace of information needs
inmodernsocieties. Inthe meantime, thenumber of Peruvians that go to the Internet
tostay abreast of events increases constantly. It should be especially interesting to
make similarresearches in different countries in order to compare results and define
the mediatrends in the Internet era.

CONCLUSION

A common feature among all studied media—independent of their origin,
editorial line orits visitors’ place of origin—is thatthe most visited sections are the
Peruvian political current affairs and sports pages, thus leading us to think that
Peruvians looking for international news visit other media, most likely foreign ones.
Althoughthe mediaprovide international news contents, they do so fromaPeruvian
perspective. In almost all media, most visits come from abroad, which may be
explained by two facts. The firstis low Internet penetration in Peru; second, the
strong family, cultural and social ties of almost two million Peruvians living abroad
and who have better conditions to access the Web. So, most ofthe advertising, as
asource of revenue for those media, should be oriented for Peruvians living abroad.

Initial plans had to be modified as Internet media identified difficulties and
opportunities along the way. Table 1 shows thatthe medium’s reputation has an
impact on traffic generated to its site, as is the case of RPP Noticias and El
Comercio, whichare the twomedia with the highestnumber of listeners and readers
in Peru, respectively. The large volume of traffic through www.peru.commay be
attributed, inthe firstplace, to its domain name—the first one to pop up on Internet
browsers when the word “Peru” is typed in. It is also attributable to the varied and
interesting range of content options offered by the site, without disdain for the
substantial effort putinby itsteam ofjournalists. However, itis clear that advertising,
nomatter how high traffic through the site, does not constitute initselfa sufficiently
sound source of revenues to cover operating costs.

Allthe mediarely on textand photograph formats. Radio broadcasting sites
www.cpnradio.com.pe and www.rpp.com.pe provide audio for their whole
programming, while the latter also provides an optionto access some of its already
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Table 1. Traffic by Site

Approximate Number of Monthly Visits
www.elcomercioperu.com.pe 3.000.000
WWWw.gestion.com.pe n/a
www.larepublica.com.pe n/a
www.cpnradio.com.pe n/a
WWW.Ipp.com.pe 3.500.000
WWW.peru.com 11.000.000

*One million monthly hits planned for 2002.

Table 2. Multimedia Resources Used in Deploying Information

. Direct Audio on Photo
Text Video .
Audio Demand graphs
www.elcomercioperu.com.pe X X
WwWw.gestion.com.pe X X
www.larepublica.com.pe X X
www.cpnradio.com.pe X X X
WWW.IDp.COm.pe X X X X
WWW.peru.com X X X X
*Only some programs are broadcast directly over the Web
Table 3. Service Offerings
News e-mail . Discussion
Updating Headlines Chatting Fora
www.elcomercioperu.com.pe X X X
WwWw.gestion.com.pe X X
www.larepublica.com.pe X
www.cpnradio.com.pe X X
WWW.Ipp.com.pe X X X X
WWW.peru.com X X X

*Discussion Fora provided towards year end 2000

broadcast programs through an audio-on-demand option. The site www.peru.com’s
efforts to provide video over the Web are also remarkable as this is the only
Peruvianmediumto do so. Table 2 shows how multimedia resources are used.

Peruvian Internet media offer a wide range of services. Outstanding among
them is www.rpp.com.pe with itsnews updates, e-mail headlines, chatrooms and
discussions fora, as shownin Table 3. La Republicanewspaper does not provide
other services beyond information, but e-mail may have led to a perceived
increased interaction with its readers.
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Purely virtual Peruvian media are hard putto make any short-term inroads into
traditional channels. Instead, they must try to develop business lines that can sustain
the work oftheirnews teams. Using Internetresources to create virtual communities
thatmay be served with alternative products is an option deserving consideration.

ENDNOTES

Peru’s oficial gazet.

La Nacion from Argentina, O Globo and Zero Hora from Brazil, El

Mercurio from Chile, El Tiempo from Colombia, EIl Comercio from

Ecuador, El Universal from Mexico, El Nuevo Diario from Puerto Rico, £/

Pais from Uruguay and £/ Nacional from Venezuela, on top of E/ Comercio

fromPeru.

Weekly magazine included in £/ Comercio’s Saturday edition. The most

widelyreadin Peru.

El Cronista from Argentina, La Razon from Bolivia, Gazeta Mercantil from

Brazil, El Diario from Chile, La Republica from Colombia, Hoy from

Ecuador, Prensa Libre from Guatemala, E/ Economista from Mexico, El

Observador from Uruguay, Expansion from Spain and Diario Economico

from Portugal, on top of Peru’s Gestion.

> The Wall Street Journal, the New York Times and Washington Post from
the US; Financial Times and The Economist from England; and Nikkei
Business News from Japan.

6 Afree, nationwide tabloid published since 1996.

The newspaper includes local contents for its Piura, Chiclayo, Trujillo,

Arequipaand Iquitos editions.

This US state is home to the largest community of Peruvian expatriates.

A chain comprising Radio Mitre from Argentina, Radio Panamericana from

Boliva, RCN from Colombia, Radio Quito from Ecuador, Radio RPP

Noticias from Peruand Caracas Radio from Venezuela. This broadcasting

network reaches 106 million listeners.

Atpresent, RPP Group broadcasts news on cable TV.

Theradio leaderin Peru.

Only audio broadcasts of the day’s news are available free of charge.

Interviews from previous days are sold at request.

Chile’s online jobbourse.

10
11
12

13
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Chapter XV

An Integrated Network
Management Framework
Using CORBA, Mobile
Agents and Web-Based
Technologies

Dongming Cui
The University of Auckland, New Zealand

Jairo A. Gutiérrez
The University of Auckland, New Zealand

ABSTRACT

Today’s network management is still dominated by the platform-centered
paradigm based on client/server technologies. This centralized approach has
drawbacks in scalability, reliability, efficiency and flexibility, andis unsuitable
for large and heterogenerous networks. Modern networks require an open
management architecture, which can provide standard interfaces for
information sharing among management systems, has extensibility for handling
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change quickly, and has means to manage large networks. Emerging
technologies such as Web-, CORBA-, and Mobile Agent-based technologies
represent an excellent opportunity to solve these problems. In this chapter a
new Web-based networkmanagement frameworkis proposed, which combines
the strengths of these novel ways of managing networks and the results of a
prototype implementation are discussed. Our preliminary results indicate
that the integration of Web-, CORBA-, and Mobile Agent-based technologies
within an Integrated Network Management System framework can
dramatically improve the performance of the networked environment.

BACKGROUND

Global competition has led to a greater reliance on information processing
systems. Networks are required to extend beyond physical boundaries to support
virtual corporations, virtual LANS, inter-enterprise systems, inter-networking,
outsourcingand electronic commerce. Despite the fact that networks are becoming
larger and more complex, today’s network management is still dominated by the
platform-centered paradigm based on client/server (C/S) technologies (e.g.,
SNMP). This centralized approach has drawbacks in scalability, reliability, effi-
ciency and flexibility, and is unsuitable for large and heterogeneous networks
(Goldszmidt & Yemini, 1998; Lazar, Saracco & Stadler, 1997; Yemini, 1993).

Numerous studies have shown thatnew technologies such as Mobile Agents
(MA), CORBA and Web technologies have individually solved some of the
problems associated with network management (Baek, Ha & Park, 1998; Baldi,
Gai & Picco, 1997; Bieszczad, Pagurek & White, 1998; Cheikhrouhou, Conti,
Labetoulle & Marcus, 1999; Deri & Ban, 1997; Goldszmidt & Yemini, 1998;
Haggerty & Seethapaman, 1998; He & Shayman, 2000; Hegering, Abeck &
Neumair, 1999; Liotta, Pavlou & Knight,2002; Luo, Confrey & Trivedi, 1999;
Terplan, 1999; Wren & Gutiérrez, 1999). However, few studies have looked into
the impact of combining the strengths of these new technologies on an integrated
network management system (INMS). Integrated management of a networked
systeminvolves several disciplines and different levels of managed objects. In
recent years, the emphasis in network management has moved from managing
machines to managing functionalities and the performance of these functionalities.
Onthe other hand, there are no widely established methods today for dealing with
largenumbers of network elements. Managing large enterprise networks requires
powerful abstractions that capture the essentials of the state of the network rather
thanthe details.
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THE CONCEPTUALMODEL

The conceptual framework presented in this chapter was derived from a
rigorous compilation of the agent-, CORBA-and Web-based network manage-
ment literature. The goals in designing ascalable INMS with the help of these new
technologiesinclude:

*  Toimproveaccessibility and ease-of-use

*  Tosolvetheproblems of scalability, extensibility, and interoperability
*  Tosolvecurrentefficiency and flexibility problems

*  Tosolvethelegacy interoperability problem

The proposed framework (Figure 1) was designed with those goals inmind.
The conceptual model follows acompletely distributed architecture with the

following components:

*  Webbrowsersactasaccessible, easy-to-use, portable user interfaces

A CORBA ObjectRequest Broker (ORB) acts as the scalable, extensible,
interoperable middleware with support for legacy Network Management
(NM) applications, MA-based NM applications as well as CORBA-based
NM applications

*  Mobileagentssupportefficient, reliable and interoperable executions; extend
the functionalities of CORBA, and supportlegacy integrations such as with
SNMP services

Figure 1. The Conceptual Model of the Proposed Scalable INMS Framework
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*  Optionally, network management gateways support legacy systems
interoperability

Each component and various factors that affect each component will be
described inmore detail in the following section.

THE PROPOSED FRAMEWORK

Inthe proposed framework, adynamic binding mechanismis used for linking
amanager to the platform. The mechanismis realized by implementing interfaces
using CORBA s Interface Definition Language (IDL). Additionally, the integration
of CORBA and the Web enables users to access CORBA-based information
resources througha Webbrowser. The implementation method for this integration
isthrough CORBA IDL-to-Javamappings. A Javaappletis treatedasa CORBA
clientanda CORBA serverislocated inthe HTTP server side. This method may
overcome the bottlenecks associated with the use of CGI.

Basic Network Management Operations

There are two types of network management operations in this management
system: amanager’s operation to an agent and an agent’s operation to amanager.
A manager ofthe proposed platform can be alegacy SNMP Manager,a CORBA
application, oraMA-based application. The manager sends arequestto an agent
orreceives eventnotifications from agents using network management service
primitives, IDLs, or MAsrespectively. Eachmanager provides basic functions
used:
*  Togetvaluesof Managed Objects (MOs) in an agent
*  Tosetvaluesof MOsinanagent
*  Toperformanactiontoan MO inanagent
*  Tocreate anew MO
*  Todeletean MO in an agent
*  Tobenotified of certain events

Usually, SNMP isused to provide the network management service primitives
to supportthe above functions. CMIP and other proprietary network management
protocols may also be allowed to provide their management service primitives.

Inthe case of CORBA-based applications, itis necessary to map CORBA
operations to SNMP messages or SNMP messages to CORBA operations for the
exchange of management information. The way in which the CORBA operations
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are mapped to SNMP’s message PDU is dependent on the specific implementa-
tion. Itis possible, forexample, to use the conversion procedures described by the
JointInter-Domain Management (JIDM) specifications forthe mappingof CORBA
IDL to SNMP messages, and vice-versa (OMG, 2002).

The proposed framework follows a three-tier architecture: Web browser,
CORBA and MA-based management platform with built-in Web server, and
managed network resources such as agentsand agencies. The environmentin which
theagents are executed is called a Distributed Agent Environment (DAE) or Agent
Execution Environment (AEE) (see Figure 2). It consists ofaset ofagent systems
called agencies, representing the runtime environments for MAs. Each agency
comprises one or more places, each providing a set of resources, like a certain
amountof memory, access toafile system,and SNMP services. Agencies canbe
grouped into regions or domains in order to facilitate management operations. For
instance, a region can be associated with a single authority, providing certain
security policies foreachmemberagency.

The proposed MA-based platform was built on top of an ORB, and Java
(JDK1.2)wasusedas the development language. The CORBA components of the
AdventNet SNMP API (http://www.adventnet.com/) package were used to
integrate the CORBA middleware with SNMP. Java enables distributed Web-
enabled applications to transparently invoke operations on remote network
services using the industry-standard Object Management Group (OMG) (http://
www.omg.org) IDL and the Internet Inter-ORB protocol defined also by the
OMG. The agent transportand further interactions between DAEsandnon-DAE
components are performed via CORBA mechanisms. In this way, standard

Figure 2. The DAE of the Proposed Framework

Region | Region
Place Place Place
E‘Resourcels| IE‘ReSO r{k‘s\ | 7
\

< Communicatio n Channel (ORB) >
A A A

User Non Agent-based
< > Application Agent-based Service

Service

Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



An Integrated Network Management Framework 303

services suchas CORBA trading, naming, or eventservices can be used to enhance
the platform functionality ina very comfortable manner.

INTEGRATED NETWORK MANAGEMENT

Management information in a large network today is usually distributed
between the MIBs of network elements and, as a consequence, represents small
aspects of the configuration or operation of those elements rather than of the
network asawhole. Atthe same time, more demanding managementapplications
require access toamuch higher level of management information and services.

The framework proposed is an object-oriented information model, where the
value of'an object’s attribute can be defined as an arbitrary computation (i.e., by
aMA) over otherattribute values (i.e., SNMP MIB parameters). The latter canbe
informationresiding inside element management agents (i.e., SNMP agents) or
other computed attributes (i.e., results produced by MAs). Figure 3 shows the data
structures and different levels ofaccess.

With this OO information model, network managers can define and interact
with MOs thatrepresenta “computed view “ (Anerousis, 1999) of management
information. Computed views canrepresentasummary of lower level configuration
and performance information. The objects representing computed views of man-
agementinformation could beregarded as implementinga MA with “middleware
managementservices.” These middleware management services are carried by
MAs thatmove around the network, extracting information from local managed
elements using a standards-based management protocol such as SNMP, process-
ingthisinformationaccordingto the specification ofthe computed view, and making
itavailable to managementapplications through a distributed computing environ-
ment (i.e., CORBA or Java) (see Figure 4). This higher-level management
information improves the efficiency of the INMS. Network managers, hence, do
notneed to interact with and interpret raw management data. In our prototype we
used a Grasshopper (IKV, 1999) MA with an AdventNet SNMP API.

Figure 3. Data Structure and Levels of Access
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Figure 4. Three-Level Architecture for Generating Computed Views of
Management Information
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The SNMP data-handling services included asetofJava classes for high-level
representation of SNMP data types and Protocol Data Units. A setof Java-based
ASN.1/BER encoding methods is also available to be used by other SNMP
services.

The SNMP manager service selected by the proposed framework allows
MAsto interact with SNMP agents using a third-party SNMP stack integrated in
the agents’ code—to query SNMP agents—and includes a Trap Listener that
receives SNMP traps and redirects them to the interested MAs.

The prototyping for the proposed INMS framework included a scenario of
Web-SNMP integration, a scenario of CORBA-SNMP integration, and a sce-
nario of MA-SNMP integration. Full details of the complete prototype system and
proof-of-concept experiments can be found in Cui (2000).

The INMS consistsofa HTTP Web server, Javaapplets and the management
platform, which performs network management operations. The web server that
allows forremote access and control from standard Web browsers brings ease-of-
useandaccessibility to NM development. Additionally, the lower costof Weband
Javatechnologies improves the cost/benefitratio of these enhanced systems. A
dynamic binding mechanism, whichisrealized by implementing interfaces using
CORBAIDL, isused for linking amanager (either legacy or MA-based applica-
tions) to the platform. The resources of amanaged network are thus modeled with
abstractions (i.e., service names). This makes the management operation efficient
and consistentand also improves the extensibility and interoperability of the INMS.

Insummary, the presence of Web technology decouples user interfaces from
traditional NM consoles, supports Web-based management and, therefore,
improves the user friendliness and the user accessibility of the INMS. The use of
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CORBA technology asthe INMS infrastructure increases the system’s capability
forhandling new features withoutrequiring significantredesignand coding, adds the
capability ofhandling large numbers of objects without inflicting performance or
resource constraints, and adds the capability of interacting with other external
components torequestor offer services and facilities. This improves the extensibil-
ity, scalability, and interoperability of the INMS. Finally, the implementation of
MA-based technologies introduces a higher-level abstraction of management
information; reduces data collected; allows faster, and often preventative, mainte-
nance as opposed to slow, and often reactive, maintenance; and, hence, improves
the efficiency ofthe INMS.

PROOF-OF-CONCEPT IMPLEMENTATION

The implementation was carried out in anetworking laboratory using three
Ciscorouters (2500 series), two Cisco Catalyst 1900 switches, an Allied Telesyn
3600series huband 10 Windows 95 workstations. The following applications and
systems were used to develop the prototype:

*  Operating systems: Windows NT Server4.0 and Windows 95

*  Browser: Internet Explorer (IE) 5.0

MIB: WINNT SNMP services

*  Webserver: Jetty Web server

« ORB:JDK1.2/1.2.2 ORB and IONA’s OrbixWeb3.0

*  MA:Grasshoppertoolkit

*  SUN’sJDF1.2/1.2.2 Java—used to design and map SNMP/Java/CORBA

*  AdventNet API—usedto design SNMP NM applications and to provide
SNMP access to Web, CORBA, and MA-based applications.

Weused the independent variable “use of MA technology” to test the theory
thatan improvement of NM efficiency is caused by the application of MA-based
technologies. We measured the response time of completing certain pre-defined
SNMP operations. The measured time was an average measurement over a high
number of executions.

The experimental results shown in Figure 5 indicate that the performance
management MA has ashorterresponse time than equivalent SNMP operations as
the number of NEs increases. In other words, once the MA service has been
established, the speed of response from SNMP operations is faster than fromnon-
MA SNMP operations when handling alarge number of objects.
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Figure 5. Comparison of TonyHopperAgents and Non-MA SNMP Operations
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Figure 6 shows the experimental results of the comparison of response times
inthenon-JVM NE performance management MA and the related controlled non-
MA scenarios. These figures show the total time (in msec) to complete the task in
anetwork composed of several domains, each with several Ethernet-connected
workstations.

Theresultsindicate thatthe speed of completing the performance management
tasks with agents is slightly slower than with equivalent SNMP operations.
Although the prototype has proved the feasibility of managing non-JVM NE by
using MAs, itis clear that proxy-based operations introduce significant overheads.

Figure 7 shows the experimental results of the comparison of response times
using apolicy-driven configuration management MA and the controlled non-MA
scenarios.

Theresults indicate thatthe speed of completing the policy-driven configura-
tion tasks with agents is faster than with equivalent SNMP operations.

Figure 6. The Comparison of TonyHubGhAgent and the Non-MA SNMP
Operations
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Figure 7. Results of the Comparison Between TonylfSetAgent and Non-MA
SNMP Operations
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Ourpreliminary results show that MAs can offera solution more suitable than
traditional solutions for dealing with computed views of management information or
dealingwith “whatif” applications.

CONCLUSIONS

The proposed MA-based INMS framework has been compared with non-
MA-based SNMP management operations. SNMP management applications
have been implemented as control models. The experimental results showed that
the MA-based prototype improved the efficiency of network management opera-
tors.

Duringthe lab experiments, other characteristics of the proposed INMS have
also been observed. For instance, it was observed that the MA approach for
network managementis able to avoid any centralization pointand provides better
scalability and flexibility than centralized client/server schemes. Several administra-
tors can be concurrently active and even cooperate to obtain asingle administrative
goal. Itis easy to generate or destroy agents and to replicate them in the case ofa
large number of nodes in the subnetwork. In the prototyped applications, agents act
onbehalfofadministrators and fulfilladministration needs by moving and executing
on different nodes. Furthermore, it is easy to tailor new agents to meet new
administration needs and/or to delegate the automation of new management tasks.

Insummary, the proposed framework can be used to delegate management
activities to agents as well as toadd Web and CORBA advantages to the INMS.
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Theimplementation ofthe Grasshopper management environmenthas shown that
MA solutions can also be convenient from a performance point of view.

Currently the INMS is implemented ata homogeneous configuration. Itis
desirable thatthe concepts of the proposed framework are tested in a heteroge-
neous environment, which ismore common inareal network. The ideas described
inthis chapter have broad applications for distributed computing services. The
current WBEM, JMX, and even Microsoft’s COM/DCOM platforms may
provide other ways for integrating CORBA, the Web, and MA-based technologies
intoan INMS.
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